
Rheology of Arrested Colloids:

A parameter study using novel

experimental methods

Dissertation

zur Erlangung des Grades

Doktor rerum naturalium

(Dr. rer. nat.)

vorgelegt dem

Fachbereich Physik, Mathematik und Informatik der

von

Marcel Roth

geb. in Limburg/Lahn

Mainz, 2011



Dekan:

1. Gutachter:

2. Gutachter:

3. Gutachter:

4. Gutachter:

5. Gutachter:

Tag der Promotion: 14.12.2011 D77



Table of Contents

1. Introduction and Motivation 1

1.1. Basic concepts and terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1. Diffusion and sedimentation . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2. Particle interactions and equilibrium phase behavior . . . . . . . . . . . 4

1.1.3. Arrested states: Aggregation, gelation and crowding . . . . . . . . . . . 7

1.2. Rheology of the dispersed state . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.1. Constitutive relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.2. Viscosity modification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2.3. Non-linearity and visco-elasticity . . . . . . . . . . . . . . . . . . . . . . 12

1.3. Aggregated colloids in the arrested state . . . . . . . . . . . . . . . . . . . . . . 15

1.3.1. Glass transition and mode-coupling theory . . . . . . . . . . . . . . . . 15

1.3.2. Attractive glass and gelation . . . . . . . . . . . . . . . . . . . . . . . . 19

1.3.3. Exploring Parameters: interaction mechanisms, structure, and particle

properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.4. Current challenges and objectives of the present work . . . . . . . . . . . . . . 24

1.4.1. Diversity of colloidal dispersions . . . . . . . . . . . . . . . . . . . . . . 24

1.4.2. Unified theories and alternative approaches . . . . . . . . . . . . . . . . 25

1.4.3. Development of experimental techniques . . . . . . . . . . . . . . . . . . 26

2. Experimental methods 27

2.1. Laser scanning confocal fluorescence microscope . . . . . . . . . . . . . . . . . . 27

2.1.1. General working principle . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.2. Characteristics of the home-made setup . . . . . . . . . . . . . . . . . . 29

2.1.3. Localization of particles . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.1.4. Tracking of particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.2. Rheometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.2.1. Piezo-Rheometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2.2. Nanoindentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.3. Other methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.3.1. Dielectric spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.3.2. Differential scanning calorimetry . . . . . . . . . . . . . . . . . . . . . . 50

2.3.3. Dynamical light scattering of diluted colloidal suspensions . . . . . . . . 50

2.3.4. Scanning electron microscope . . . . . . . . . . . . . . . . . . . . . . . . 51

2.3.5. Polarization optical microscopy . . . . . . . . . . . . . . . . . . . . . . . 52



ii Table of Contents

3. Liquid crystal based colloidal suspensions 55

3.1. Solvent mediated mechanisms of particle aggregation . . . . . . . . . . . . . . . 55

3.1.1. Particles in binary mixtures of liquids . . . . . . . . . . . . . . . . . . . 56

3.1.2. Particle interactions in liquid crystals . . . . . . . . . . . . . . . . . . . 58

3.2. Previous Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2.1. Theoretical modeling and phase diagram . . . . . . . . . . . . . . . . . . 62

3.2.2. Phase separation process . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.2.3. Rheological properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.2.4. Testing of the model and open problems . . . . . . . . . . . . . . . . . . 67

3.3. Preparation techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4. Phase separation: From a fluid suspension to an arrested state . . . . . . . . . 71

3.4.1. Correlation of the structural and mechanical evolution . . . . . . . . . . 71

3.4.2. Relaxation time spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4.3. Dependency on cooling rate . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.5. Rheology at intermediate temperatures: Relation between frequency and tem-

perature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5.1. Time-temperature-superposition and master curve . . . . . . . . . . . . 76

3.5.2. Reversibility and aging phenomena . . . . . . . . . . . . . . . . . . . . . 77

3.6. Rheology at low temperatures: Parameter study and morphology . . . . . . . . 79

3.6.1. Dependency on colloid parameters . . . . . . . . . . . . . . . . . . . . . 79

3.6.2. Dependency on network morphology . . . . . . . . . . . . . . . . . . . . 80

3.7. Swelling and dissolution: Influence of sample age . . . . . . . . . . . . . . . . . 81

3.7.1. Dynamics light scattering study . . . . . . . . . . . . . . . . . . . . . . . 82

3.7.2. Effect on the network properties . . . . . . . . . . . . . . . . . . . . . . 84

3.8. A detailed look on the network composition . . . . . . . . . . . . . . . . . . . . 86

3.8.1. Extension of the previous model . . . . . . . . . . . . . . . . . . . . . . 86

3.8.2. Network rheology revised . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.8.3. Evidences for polymer dynamics . . . . . . . . . . . . . . . . . . . . . . 88

3.8.4. Thermodynamic equilibrium . . . . . . . . . . . . . . . . . . . . . . . . 89

3.9. Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.9.1. Mechanical properties of aggregated soft colloids . . . . . . . . . . . . . 90

3.9.2. Benefits of piezo-rheometry and simultaneous confocal microscopy . . . 91

3.9.3. Future prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4. Polymer dispersed liquid crystals 93

4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.2. Sample preparation and general characterization . . . . . . . . . . . . . . . . . 95

4.2.1. Preparation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.2.2. Phase behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.3. Rheological properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.3.1. Time-concentration-superposition in the isotropic phase . . . . . . . . . 101



Table of Contents iii

4.3.2. Superposition behavior during phase separation . . . . . . . . . . . . . . 105

4.3.3. Concentration gauging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.4. A complementary approach: Dielectric spectroscopy . . . . . . . . . . . . . . . 107

4.4.1. General measurement idea . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.4.2. Rotation relaxation spectrum . . . . . . . . . . . . . . . . . . . . . . . . 108

4.4.3. Restricted motion of 5CB in the PMMA matrix . . . . . . . . . . . . . 111

4.5. Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.5.1. Generality of time-concentration-superposition . . . . . . . . . . . . . . 113

4.5.2. Comparison with colloidal-LC composites . . . . . . . . . . . . . . . . . 114

5. Nanoindentation of aggregated particles 115

5.1. Industrial motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.2. Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2.1. Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2.2. Structural characterization . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.2.3. Indentation modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.3. Microscopic deformation analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.3.1. Displacement and strain field of the amorphous structure . . . . . . . . 126

5.3.2. Comparison to continuum models . . . . . . . . . . . . . . . . . . . . . . 128

5.3.3. Microscopic processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.3.4. Heterogeneities in semi-crystalline structures . . . . . . . . . . . . . . . 132

5.4. Macroscopic material properties . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.4.1. Deformation works and elastic recovery . . . . . . . . . . . . . . . . . . 135

5.4.2. Hardness and effective elastic modulus . . . . . . . . . . . . . . . . . . . 137

5.4.3. Correlation of microscopic deformation and macroscopic material pro-

perties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.4.4. Universality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.5. Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.5.1. Nanoindentation as a mechanical test method for colloidal aggregates . 141

5.5.2. Further insight into microscopic processes . . . . . . . . . . . . . . . . . 143

6. Deformation and rotation of single particles 145

6.1. Deformation analysis of hollow spheres . . . . . . . . . . . . . . . . . . . . . . . 147

6.1.1. Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.1.2. Localization of hollow particles . . . . . . . . . . . . . . . . . . . . . . . 147

6.1.3. Main axes of deformation . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.1.4. Particle extensions along principal directions . . . . . . . . . . . . . . . 151

6.1.5. Sample data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.1.6. General remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.2. Rotation analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.2.1. Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155



iv Table of Contents

6.2.2. Preparation of orientation anisotropic particles via selective bleaching

and theoretical polarization contrast . . . . . . . . . . . . . . . . . . . . 155

6.2.3. Experimental verification . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.2.4. General remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.3. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7. Summary and final conclusions 161

Appendix I

A. Hardware architecture and Labview interface . . . . . . . . . . . . . . . . . . . I

B. Rheology of polymer solutions and melts . . . . . . . . . . . . . . . . . . . . . . VI

C. Particle description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IX

C.1. Silica core-shell particles . . . . . . . . . . . . . . . . . . . . . . . . . . . IX

C.2. PMMA particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IX

C.3. PS-silica core-shell particles . . . . . . . . . . . . . . . . . . . . . . . . . IX

D. Stress distribution for the indentation of a sphere in an elastic half-space . . . . X

Bibliography XIII



1. Introduction and Motivation

Colloidal dispersions or for short colloids1 are a special class of dispersions where the dispersed

phase consists of particulate elements with sizes ranging from 10 nm to 10µm. Depending on

the phase of matter of the dispersed and solute phase one distinguishes different types of

colloids summarized in Tab. 1.1.

dispersed phase

gas liquid solid

gas not existent
liquid aerosol

fog, mist, clouds
solid aerosol

smoke, fine dust

solute
phase

liquid
foam

whipped cream

emulsion
milk, mayonnaise,

hand cream

sol
ink, paint, blood

solid
solid foam

styrofoam, wood

solid emulsion
gelly, swollen

hydrogel

solid sol
Ruby glass, alloys

Tab. 1.1.: Classification of colloids with examples.

The pioneering works on colloids by Thomas Graham in the 1860s also involved polymer

solutions, i. e. dispersions of single nanometer-sized macromolecules. However, with increasing

scientific understanding and technological importance this research field soon split off. What

remained was the name as the word ‘colloid’ originates from the Greek word κoλλα (‘glue’) and

refers to the glue-like behavior of the polymer solutions. Though, extraordinary mechanical

properties are also typical for the materials listed in Tab. 1.1. Despite of a liquid solute phase

foams behave elastically as they can sustain shear stresses while the response of emulsions and

sols often depends on the type and rate of mechanical excitation. Mayonnaise withstands its

own weight and thus retains its shape to a certain degree but yields when only small stresses

are applied. In this sense they do not behave purely elastically or liquid-like but rather visco-

elastically. These and other effects are well known from daily life in form of food and cosmetic

products and have been heavily exploited by industry to tune the mechanical behavior of many

products like e. g. paints and inks.

1Although there are other conventions we strictly distinguish between colloids, i. e. the colloidal dispersions,
and the particles that are dispersed in the colloid.
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The main objective of this work is to elucidate some aspects of these extraordinary mecha-

nical properties for model colloidal sols in the arrested state. We lay special emphasis on the

usage of novel combinations of experimental techniques for mechanical and structural charac-

terization as well as intuitive and simple models to explain the dominant phenomena in these

systems. As we proceed we give a brief overview on some basic concepts of colloids in general

as well as their mechanical properties whereas we focus on sols. If not declared explicitly we

refer to references [Hun07] and [Mac94].

1.1. Basic concepts and terminology

The size of the dispersed particles has a large impact on the physical description of colloids.

Being of intermediate size between single molecules and macroscopic bodies a suitable model

can be based on a microscopic picture of the single particles whose dynamics is determined

from Newton’s equations of motion. On the other side, the large number of dispersed particles

in a sample also allows for a macroscopic thermodynamic description. Which approach is more

suitable depends on the question that needs to be answered. Microscopic theories tend to have

problems to describe average properties of colloids while in case of macroscopic theories the

particulate nature of the dispersed phase might be neglected. Therefore, a combination of

microscopic and macroscopic elements often is advantageous if not mandatory for a sound

description of the colloid.

1.1.1. Diffusion and sedimentation

The importance and practicability of such an combined model already becomes apparent when

discussing the question of the stability of a colloid. Considering the density difference between

dispersed and solute phases it would be the inevitable fate of the particles to segregate from

the solvent due to gravity. Either the particles are more dense than the solute phase and

sediment to the bottom of the containing beaker or in the opposite case float to the top and

thus minimize the total energy of the system.

In the microscopic picture a single dispersed particle is subject to number of forces. Beside

to external forces ~Fext such as gravity the particle experiences a viscous drag force ~Fdrag = −b~v
as it moves through the solvent at the velocity ~v. A third fluctuating contribution ~Ω(t) arises

from the momentum transfer in numerous collisions of the particles with the solvent molecules.

These collisions are spatially uncorrelated and happen on a very short timescale which is why

the average force 〈~Ω(t)〉t2 vanishes and the values of ~Ω(t) at different times t1 and t2 are

uncorrelated: 〈~Ω(t1) · ~Ω(t2)〉t = 2 Ω2
oδ(t1 − t2).3 The resulting Newtonian equation of motion

2〈a〉t denotes the temporal average of the quantity a: 1/T
∫ T

0
a(t) dt

3The collision frequency for a micrometer-sized particle in water is in the order of 1012 Hz. It is reasonable to
assume that any correlation is lost after about 104 collisions, equivalent to τ = t2 − t1 = 10−8 s. This timescale
is at the lower temporal resolution limit of any microscopic or scattering measurement technique.
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~G

~Fdrag

~Θ(t1)
~Θ(t2)

~Θ(t3)

Fig. 1.1.: Force balance of a partic-

le in the gravity field. The solid li-

nes indicate the streamlines in the

vicinity of the particle as it moves

through the solvent.

for a particle with a mass mp

mp
d~v

dt
= −b~v + ~Fext + ~Ω(t) (1.1)

is also known as the Langevin equation. Its soluti-

on describes the motion of an accelerated particle in

the presence of friction superimposed by a fluctua-

ting Brownian motion that depends on the temporal

evolution of ~Ω. The random nature of the fluctuati-

ons makes it impossible to derive a general, explicit

expression for the velocity. However, when neglecting

the external forces ~Fext for a moment, the time ave-

rages of ~v and ~r over a sufficiently large time interval

∆t� τ2 can be calculated:

〈~v 〉t = 0 and 〈~r 〉t = ~ro (1.2)

Here ~ro denotes the initial position of the particle.

So, on average the particle stays at rest but it still

undergoes a certain motion characterized by the time average of the squared quantities

〈v2〉t =
3 Ωo

mb
and 〈(~r − ~ro)2〉t =

6 Ωo

b2
t (1.3)

As a matter of fact the temporal dependencies are identical to a diffusive motion like e. g.

that of molecules in a gas. Following this analogy to the kinetic theory of gases the dispersed

particle in thermal equilibrium with its environment has an average kinetic energy 〈Ekin〉t that

is related to its thermal energy according to the equipartition theorem:

〈Ekin〉t =
mp

2
〈v2〉t =

3

2
kB T (1.4)

The corresponding diffusional constant D for a spherical particle is given by:

D =
kB T

6πη Rp
(1.5)

with the viscosity η of the solvent and Rp the radius of the particle. The friction coefficient was

replaced by b = 6π η Rp for spherical particle according to Stokes. If otherwise the fluctuating

motion was absent the particle would be accelerated to a maximal velocity that is given by

the density difference ∆% of particle and solvent:

~vd =
2

9

R2
p ∆%

η
~g (1.6)

with ~g denoting the acceleration due to gravity.
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With this knowledge the initial question of stability of colloids can be answered as follows.

The undirected Brownian motion of the particles counteracts the sedimentation in the gravita-

tion field. Hence, segregation of the dispersed particles can be prevented if the homogenization

of the colloid due to Brownian motion is faster than sedimentation. The relative strength of

both processes is mapped by the so called gravitation length combining equations (1.3), (1.5)

and (1.6):

lg =
3 kB T

2π R3
p ∆% g

(1.7)

The larger lg is the more the Brownian motion

dominates over sedimentation. It can be inter-

preted as the maximal height of the colloid in a

containing beaker before sedimentation desta-

bilizes the colloid. As can be seen from Tab. 1.2

Rp diffusion lg
time over Rp

10 nm 1µs 0.2 m
100 nm 1 ms 200µm
1µm 1 s 200 nm

Tab. 1.2.: Gravitation lengths for silica

particles of different sizes in water at

room temperature.

particles in the range of 10 nanometer virtually do not sediment for typical laboratory time

scales, the colloid is kinetically stabilized. On the contrary, colloids based on particles in the

micrometer range always destabilize if not other mechanisms prevent sedimentation.

In summary, already the description of particle diffusion, probably the most fundamental

process in a colloid, largely benefits from the combination of a deterministic microscopic model

and thermodynamic principles. We want to stress the fact, that the linkage of both approaches

occurs on multiple length scales. At the length scale of the individual particles the Brownian

motion was related to the uncorrelated collisions of individual solvent molecules with the

particles while the solvent was considered as a continuum when quantifying the viscous drag

force. At a larger length scale the stabilization of colloid was argued in terms of a single

particle that represents the other dispersed particles. This argument is essentially based on the

assumption that the colloid is ergodic, i. e. statistical quantities like e. g. the average particle

distribution in the colloid can be obtained by averaging either over the temporal evolution of

a single particle or over a large ensemble of particles at a given time. Curiously enough, it is

just the Brownian motion that maintains ergodicity in colloids with small dispersed particles.

1.1.2. Particle interactions and equilibrium phase behavior

A single particle picture obviously does not consider any particle interactions. Yet, these

interactions play an important role as their balance also decides on the stability and phase

behavior of the colloid. In the simplest case the particles behave like hard spheres that interact

with each other solely via excluded volume and possibly hydrodynamic forces mediated by the

solvent. That means that the particles are assumed to be non-deformable and therefore cannot

approach closer to each other than the particle diameter Dp = 2Rp. In reality, however, van

der Waals forces cause an additional short-ranged attraction and the hard sphere case can

only be realized by suitable particles surface properties that counteract this attraction.

The van der Waals forces result from electromagnetic dipole-dipole interactions between

the molecules of two close-by particles and show a pronounced distance characteristics. The
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underlying potential VvdW for the two extreme cases of small and large distances of the particle

surfaces D is approximately given by

VvdW(D) =


−AH Rp

12D
for D � Dp

−16AH
9

R6
p

D6
for D � Dp

(1.8)

The Hamaker constant AH comprises the material properties of particles and solvent. The

van der Waals forces get increasingly strong as the particles approach each other causing a

permanent adhesion of the particles. Consequently, the particles will assemble into clusters

that sediment as they are too large to be kinetically stabilized.

The destabilization of the colloid can only be prevented if counteracting repulsive interacti-

ons limit the approach of the particles. One possibility is the electrostatic repulsion of surface

charges that are generated by dissociation of molecules at the particle surface. An exact de-

termination of this repulsion force is rather complicated and must consider the formation of

a electric double layer of oppositely charged mobile ions in the solvent. In the framework of

the DLVO-theory (named after Derjaguin, Landau, Verwey and Overbeek) the electrostatic

contribution Vel to the total interaction potential can be described by a screened Coulomb

potential:

Vel(D) =
Z2 e2

4π εo ε kB T (1 + κRp)

exp(−κD)

Dp +D
(1.9)

with the particle surface charge Z. The Debye-Hückel length κ−1 is a measure of the range of

repulsion and can be reduced by increasing the concentration of mobile ions. The difference in

the distance dependencies of VvdW and Vel leads to the formation of a potential barrier Vbar at

intermediate distances (Fig. 1.2). The probability p of two particle to surpass this barrier and

get into contact depends on the kinetic energy of the particles p ∝ exp[−Vbar/(kB T )]. Hence, a

sufficiently high barrier prolongs the destabilization time over experimental timescales. Large

values for κ usually worsen the stabilizing effect. In addition a secondary minimum can appear

Fig. 1.2.: In charged colloids the stabili-

zation results from the balance of the at-

tractive van der Waals and the repulsive

electrostatic potential that generates a

potential energy barrier Vbar. For large

values of κ a secondary minimum ap-

pears. The electric double layer around

the charged particle is shown schemati-

cally in the inset.

VvdW

Vel

V

kB T

D

κ1 < κ2

Vbar
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ϕ

Vo

kB T

F

L + G

C + G

L

+

C

C

0.1 0.2 0.40.3 0.5 0.60.0

−Vo

V

D

ξ

Fig. 1.3.: Inset: Combining all contributi-

ons the effective inter-particle potential

in attractive colloids might be parame-

trized by the range ξ and strength Vo of

the potential minimum. Main graph: For

medium values of ξ ≈ (0.3 − 0.5)Rp the

corresponding schematic equilibrium pha-

se diagram comprises a homogeneous fluid

(F) and crystalline phase (C) as well as co-

existence regions with sparsely occupied

gaseous (G) and dense liquid phases (L).

The phase boundary is characterized by

the binodal (solid) and spinodal (dashed)

lines and the critical point where both li-

nes intersect. After reference [Aar02]

at larger distances that can also give rise to destabilization.

In apolar solvents dissociation is suppressed and the surface charge is too small to prevent

destabilization of the colloid. Instead, steric stabilization methods are applied. The particles

are covered with polymer chains either via chemical adsorption or covalent bonds. In good

solvent conditions these polymers give rise to a strong repulsive force if two particle approach

to close to each other and compress the polymer layer. Compared to the electrostatic potential

the steric interaction is short-ranged as it extends only over the thickness of the polymer layer

that is in the order of (2− 20) nm.

The addition of soluble polymer to the colloidal dispersion can also cause an attractive

interaction if the polymer chains are not absorbed on the particle surface but interact with

particles via collisions. On average these collisions leave the particles at rest but if two particle

approach close to each other there is an region between the particle that is devoid of poly-

mer chains. The resulting momentum balance pushes the particles together and thus can be

interpreted as an effective attractive force [Asa58, Vri76]. The strength Vo (parametrized like

in the electrostatic case by the depth Vo of the potential minimum) and range ξ of this force

scales with the concentration and size of the polymers, respectively.

The equilibrium phase behavior of colloids is determined from thermodynamic principles.

The dispersed particles are treated as a canonical ensemble that interact via an effective

interaction potential that combine all contributions from above. Using the particle volume

fraction ϕ and the interaction strength Vo as control parameters the schematic phase diagram

for a medium ranged potential is shown in Fig. 1.3. At vanishing interaction strengths, i. e.

in case of hard spheres, the colloid undergoes a continuous transition from a homogeneously

dispersed fluid (F) to a crystalline solid as the particle volume fraction is increased from 0.494

to 0.536. This transition is driven purely by the entropic contribution to the total free energy of

the system. At low volume fractions the phase space of particle positions and velocities is fully

exploited as the particles are able to move freely in the solvent. The entropy of the system

is maximal. With increasing particle content, however, Brownian motion of the individual
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particles is restricted by the presence of the other particles and less phase space is accessible.

This loss in entropy can only be regained if the particles transition to a more ordered crystalline

arrangement (C) that allows for a closer packing and thus effectively increases the mobility of

the particles.

At lower volume fractions and non-zero values for Vo the colloid remains in the single fluid

phase (F) until it is energetically more favorable to undergo a phase separation into a sparsely

populated gaseous phase (G) and a dense liquid phase (L). In the liquid phase the average

distance of neighboring particles is given by the location of the potential minimum in the inset

of Fig. 1.3. Depending on the initial volume fraction and the dynamical properties of the colloid

the kinetics of the phase separation may be described by a nucleation-and-growth principle

or spinodal decomposition. At even higher interaction strengths or lower temperatures this

energy gain can even be further increased by maximizing the number of neighboring particles

in the dense phase towards a closed packed crystalline conformation (G+C).

Despite the differences in energy and length scales this phase behavior of colloids very much

resembles that of atomic systems. Because of that and the possibility to tune the parameters

of the underlying inter-particle potentials, colloids have been widely used as model systems for

atomic matter. Moreover, the larger size of colloids allow for a real-space characterization with

light microscopy techniques and reduced diffusion constants slow down the phase transition

dynamics to experimentally accessible time scales.

1.1.3. Arrested states: Aggregation, gelation and crowding

The phase diagram in Fig. 1.3 displays the phase behavior of colloids only from an energetic

point of view. Hence, no detailed information about the structural and dynamic properties

are available. This concerns in particular phase transition and separation processes as well as

colloids with large volume fraction and interaction strengths. An microscopic approach might

start from the competing influences of Brownian motion and aggregation as the fundamental

processes. The term aggregation is only vaguely defined. In the present work we use a rather

broad definition and refer to aggregation as any process that leads to the assembly of particles,

the aggregate, bound together by attractive interactions. The ratio of attractive strength Vo

and thermal energy kB T decides on the properties of these bonds. They can be permanent on

experimental timescales like for strong van der Waals adhesion (Vo/kB T � 1) or of transient

nature (Vo/kB T . 1) if the particles are able to separate again after a characteristic bond

lifetime τB.

In this picture the fluid phase might be divided into different subclasses (Fig. 1.4). At low

volume fractions the particles form transient aggregates (α) that dissolve again in dependence

on τB. With increasing volume fraction and interaction strengths the size of the aggregates rises

until a large transient aggregate spans the whole system. As we will discuss below this transient

percolation network (β) shows remarkable mechanical features including a certain degree of

elasticity. Still at long times exceeding τB the sample behaves as a fluid. Though, at some point

τB becomes larger than the experimental observation time, according to standard conventions
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ϕ

Vo

kB T L + G

α β ǫ

γ1

δ

γ2

ϕc ϕg

Fig. 1.4.: Transient and arrested states

in attractive colloids: Transient separa-

ted aggregates (α), transient percolated

network (β), equilibrium gel (γ1), non-

equilibrium gel (γ2), attractive glass (δ)

and repulsive glass (ε). The binodal

(dotted line) separating the fluid phase

from the gas-liquid coexisting region is

also shown (compare Fig. 1.3). The cry-

stalline phase is not considered here.

at τ = 100 s, and the colloid passes the gelation boundary. The colloid gets kinetically arrested

in its equilibrium gel state (γ1) as particle reorganizations are hindered by large energy barriers.

The occurrence of the gel is accompanied by a loss of ergodicity rendering this state different

from the ergodic fluid phase at the same volume fraction and interaction strength. This seeming

discrepancy is purely based on the dynamic nature of the colloid and the occurrence of spatial

fluctuations in the particle density that are not considered in the equilibrium thermodynamics.

At higher interaction strength the gelation boundary interferes with the liquid-gas phase

separation. The kinetic pathways towards gelation in this regime is unclear and under current

scientific debate. Several experiments indicate that initially spinodal decomposition leads to a

microscopic phase separation into particle-rich liquid-like aggregates and particle-poor regions

[Man05]. As these domains coarsen towards a macroscopic phase separation the aggregates gets

kinetically arrested which prevents any further phase separation. Compared to the equilibrium

gel this non-equilibrium gel (γ2) has a very heterogeneous structure.

At very small volume fractions and high interaction strength the gelation and percolation

boundary coincide and gel formation is described by diffusion limited cluster aggregation

(DLCA). The attractive forces are so strong that as soon as two particle approach close

enough to each other in course of their Brownian motion a permanent bond is formed. The

particles aggregate into clusters which grow with time. If the particle volume fraction exceeds a

critical value ϕc the clusters themselves aggregate into a system spanning fractal network. The

number of particles N within the aggregate follows a power-law dependency on the extension

of the aggregate R:

N ∝ Rdf (1.10)

df denotes the fractal dimension of the gel.

In the other limit of vanishing interaction strengths and high volume fractions the kinetic

arrest is not induced by attractive inter-particle forces but by crowding of the particles. Alt-

hough the particles are still mobile any long-ranged migration is hindered by the presence of
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the other particles. This arrested state is called repulsive glass (ε) and will be discussed in

detail in section 1.3.1 together with the attractive glass (δ) at slightly increased interaction

strengths.

1.2. Rheology of the dispersed state

1.2.1. Constitutive relations

Rheology is the study of the flow and deformation of matter. In essence it describes the

relationships between stress, deformation and deformation rate in a material as it is mecha-

nically excited. In doing so these constitutive relations define rheological quantities, such as

elastic modules or viscosities. As a matter of fact these quantities always represent macros-

copic properties of the tested material. Consequently, any rheological model of colloids needs

to incorporate averaging over a sufficiently large ensemble of particles whereas the behavior

of the individual particles is determined microscopically. In the following we will point out

how these two facets enter the rheological description of colloids. But before dealing with the

more complex case of arrested colloids we will shortly introduce the notation to describe the

mechanical state of matter and then review the rheology of the dispersed state.

Two of the most important constitutive relations are Hooke’s law and Newton’s law of

viscosity that describe the behavior of an elastic solid and a Newtonian fluid, respectively. In

its general three dimensional tensorial form for isotropic materials they are given by

σ = KB σ = 2 ηD (1.11)

Hooke Newton

with the elastic modulus K and the viscosity η. The stress tensorσ is a measure of the forces

acting on a small volume within the sample. It components (σ)ij are defined by the force

per unit area acting on the plane normal to êj in direction of êi [Fig. 1.5 (a)]. The Finger

tensor B is a measure of the deformation. It is related to the finite deformation tensor F that

describes the relative displacements inside the deformed specimen. With regard to Fig. 1.5 (b)

ê1

ê2

ê3 σ23

σ11

(a)
ê3

ê2

ê1

~dx
′ ~dx

(b) (c)

P

Q

~dx
~v + ~dv

~v

F Lσ

Fig. 1.5.: Illustration of the definitions of (a) stress, (b) finite deformation and (c) velocity gradient

tensors.
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their definitions are

~dx = F ~dx
′

B ≡ F FT (1.12)

or in differential form

(F)ij =
∂xi
∂x′j

(B)ij =
∂xi
∂x′k

∂xj
∂x′k

(1.13)

D is called the rate of deformation tensor and is a measure of the rate at which two points

in a material are displaced. It is related to the velocity gradient tensor L [Fig. 1.5 (c)] that

parametrizes the spatial changes in the velocity field ~v:

~dv = L ~dx 2D ≡ L + LT (1.14)

or in differential form

(L)ij =
∂vi
∂xj

2 (D)ij =
∂vi
∂xj

+
∂xj
∂xi

(1.15)

These definitions of B and D naturally guarantee that less interesting rotations of the whole

sample are not included. In general σ, B and D depend on time t and the position ~r of the

test volume inside the sample. However, for simple geometries like shear, extensional flow or

axial deformations and under steady state conditions, i. e. constant deformation in case of

isotropic and homogeneous solids and constant deformation rates in case of liquids, all tensors

are independent of ~r and t. Just like in the present work many experimental studies are done

in shear geometry (Fig. 1.6) for which the formulas from above simplify to the following set of

equations:

B =

 1 + γ2 γ 0

γ 1 0

0 0 1

 2 D =

 0 γ̇ 0

γ̇ 0 0

0 0 0

 Hooke: σ = Gγ

G: shear modulus

Newton: σ = η γ̇

(1.16)

If the material is not isotropic or homogeneous B and D need to be defined as volume averages

〈B〉V =
1

V

∫
V

B(~r) dV 〈D〉V =
1

V

∫
V

D(~r) dV (1.17)

whereas the deformation and velocity fields and thus the microscopic tensors B(~r) and D(~r)

are explicitly calculated from the momentum balance and the continuity equation

%

(
∂~v

∂t
+ ~v · ~∇~v

)
= ~∇p+ ~∇ · σ + ~Fext

∂%

∂t
= −~∇ · (%~v) (1.18)

momentum balance continuity equation

with the surrounding pressure p.
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Fig. 1.6.: Parallel plate shear

geometry: The upper plate is

displaced with respect to the

lower plate with a constant ve-

locity which requires a force F

per contact area A of the plate

and sample.

y

x

ux =
∆x

∆t

d

σ12 = F/A

γ̇ =
ux
d

stationary

moving

ux = 0

sample

plate

plate

γ =
∆x

d

1.2.2. Viscosity modification

Following this methodology the constitutive relation for colloids in the dispersed state can be

developed. In the diluted regime the stress tensor has two contributions, the solvent phase

〈σs〉V and the particles 〈σp〉V . Solving the momentum balance of the solvent around a single

particles reveals a purely Newtonian behavior of the colloid

〈σ〉V = 〈σs〉V + 〈σp〉V = 2 ηs (1 + 2.5ϕ)︸ ︷︷ ︸
ηcoll

〈D〉V (1.19)

The effective viscosity of the colloid ηcoll only depends on the viscosity of the neat solvent ηs

and the volume fraction of the dispersed particles ϕ which was firstly described by Einstein

[Ein06]. However, the derivation is based on a number of assumptions:

� Non-interacting, rigid, spherical particles (hard spheres) that do not sediment

� The solvent is incompressible and behaves Newtonian. Even on the lengthscale of the

particles the solvent can be considered as a continuum

� The velocity perturbations due to the particles are local, i. e. the velocity field far away

from the particles is the same as if the particles were not present

With increasing particle volume fraction ϕ hydrodynamic interaction between neighboring

particles must be considered. Since these hydrodynamic forces are long-ranged a significant

effect already occurs at very low values for ϕ [Fig. 1.7 (a)]. In the first approximation equation

(1.19) need to be extended by an additional contribution proportional to ϕ2 [Bat77]. Yet, at

sufficiently small deformation rates the colloid still behaves as a Newtonian liquid:

ηcoll

ηs
= 1 + 2.5ϕ+ 6.2ϕ2 +O(ϕ3) (1.20)

At even higher volume fractions approximations are only valid for a limited parameter range.

It is more suitable to fit the viscosity data to the semi-empirical Dougherty-Krieger formula
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Fig. 1.7.: Dependency of the viscosity on particle volume fraction for a colloidal dispersion from silica

particles hydrophobized with stearic alcohol (C18H37OH) in cyclohexane. (a) At very low volume

fractions the viscosity increases linearly according to Einstein. At medium particle contents higher

order correction lead to non-linear behavior. Here the data was fited by ηcoll/ηs = 1+2.5ϕ+5.0ϕ2 +

53ϕ3. (b) At even higher volume fractions the viscosity diverges with a power-law dependency which

can be described by the Dougherty-Krieger formula (1.21). (data from reference [Jon91])

for the effective viscosity:

ηcoll

ηs
=

(
1− ϕ

p

)−αp
(1.21)

α is supposed to be equal to the first correction coefficient in (1.19) and p is close to the

volume fraction of random close-packed spheres. Fig. 1.7 (b) shows that this relation describes

experimental data very well in particular for large volume fractions. The structure of (1.21)

can also be understood in the context of an effective medium approach. Under the assumption

that the colloid is a continuous medium characterized by the viscosity ηcoll the addition of

further particle dϕ results in a relative change of viscosity dηcoll in analogy to (1.19):

dηcoll = αηcoll
dϕ

1− ϕ/p (1.22)

The normalization 1−ϕ/p accounts for the reduced available free solvent volume that can be

replaced by the added particles. Integration of this equation directly leads to (1.21).

1.2.3. Non-linearity and visco-elasticity

The hydrodynamic forces also affect the spatial distribution of the particles. The particles

tend to approach closer to each other effectively reducing the average stress in the colloid.

Hence, the viscosity decreases, an effect that is called shear thinning. The Brownian motion

of the particle counteracts this process and pursues a homogeneous particle distribution. The

balance between both effects is expressed by the Peclet number

Pe =
ηsγ̇ R

3
p

kB T
for shear flow (1.23)
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Fig. 1.8.: Reduced viscosity as a function of

reduced shear rate for colloidal dispersions

of polystyrene particles at a volume fraction

of ϕ = 0.5 in two different solvents. The li-

ne represents the fit after (1.24) (Data from

reference [Kri72]).
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If Pe is small at low shear rates γ̇ Brownian motion dominates and the distribution of the

particles is homogeneous. At large values for Pe and γ̇ the apparent viscosity is reduced.

According to Krieger [Kri72] this shear rate dependent transition can be well described by

η − η∞
ηo − η∞

=
1

1 + Pe ηcoll
ηs σc

(1.24)

with the low and high shear rate limits ηo and η∞ and an adjustable parameter σc denoting the

critical shear stress for shear thinning (Fig. 1.8). In a similar manner anisotropic particles align

in hydrodynamic flows which reflects in an anisotropic distribution of particle orientations. If

the rotational Brownian motion is too slow to reorient the particles to a random distribution

shear thinning is observed. These effects are just two examples of several non-linear phenomena

occurring in colloids.

In the discussion so far the mechanical response of the system to an external deformation

or stress was assumed to be instantaneous. This is a good approximation for purely elastic

or viscous materials as the stress transmission happens at the velocity of sound. So the time

required to reach a steady state is much shorter than the time for the actual experimental

measurement. However, if slower reorganization or relaxation processes are involved the me-

chanical response will be time dependent. Now the entire deformation history influences the

current state of the material and the constitutive relations (1.11) must be replaced by

σ(t) =

t∫
−∞

K(t− t′) 2 D(t′) dt′ (1.25)

The relaxation modulus K(t− t′) replaces the elastic modules and the viscosity and thus cha-

racterizes the rheological behavior of such visco-elastic materials. Various types of experiments

are used to measure the relaxation modulus or related mechanical quantities (see section 2.2).

For now we consider the stress relaxation after a sudden shear strain. In this type of experi-

ment the sample is subjected to a shear deformation for a short timespan ξ which generates

a certain stress σ within in the system. Directly after shearing, at time to, the absolute de-

formation γ is held constant and the temporal evolution of the stress σ(t) is measured. If ξ is
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short enough equation (1.25) can be simplified to:

σ(t) =

to∫
to−ξ

G(t− t′) γ/ξ dt′

≈ σs + γ G(t) for long times t� ξ (1.26)

Hence, G(t) is proportional to the measured stress σ(t). In many diluted dispersions its time

dependency can be approximated by an single exponential function

G(t) = Go exp(−t/τo) (1.27)

that is characterized by the so called relaxation time τo. Microscopically τo can be interpreted

as a characteristic time that is required by the particles to relax from the deformed state to

their equilibrium conformation either by means of a dissipative Brownian motion and restoring

entropic forces. In a simple mechanical analogue the Brownian motion is represented by a dash-

pot that is connected in series with a spring that stands for the elastic entropic contribution.

This configuration is also known as a Maxwell element.

Another common testing method is oscillatory shear rheometry where the specimen is shea-

red periodically at a fixed frequency ω. After a short transient phase characterized by τo the

stress follows the periodic rate of deformation with the same frequency but with a certain

phase difference ψ:

σ(ω, t) = σo sin(ω t+ ψ) γ̇(ω, t) = γ̇o sin(ω t) (1.28)

Mathematically σ(ω, t) can be expressed as a sum of two contributions one of which σ′′(ω, t)

is in phase with the rate of deformation and the other one σ′(ω, t) out of phase. Their relative

amplitudes are related with each other via the components of the complex dynamic shear

viscosity η?(ω) = η′(ω) + i η′′(ω)

σ(ω, t) = η′′(ω) γ̇o sin(ω t)︸ ︷︷ ︸
σ′′(ω, t)

+ η′(ω) γ̇o cos(ω t)︸ ︷︷ ︸
σ′(ω, t)

(1.29)

If the sample behaves predominantly elastic it is also useful to define the complex dynamic

shear modulus G?(ω) = G′(ω) + iG′′(ω) in a analogous way. It is related to the components

of the complex viscosity by

G′(ω) = ω η′′(ω) G′′(ω) = ω η′(ω) (1.30)

G′(ω) is called the storage modulus and is a measure of the elasticity of the material while

G′′(ω) is the loss modulus and is proportional to the dissipated energy per deformation cycle.

G?(ω) is sometimes also represented by its absolute value |G?(ω)| =
√
G′(ω)2 +G′′(ω)2 and

the so called loss angle ψ = arctan(G′′(ω)/G′(ω)). Using the explicit expression (1.27) for G(t)
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the components of G?(ω) can be calculated directly from the constitutive relation (1.25):

G′(ω) =
Go ω

2 τ2
o

1 + ω2 τ2
o

G′′(ω)− ηs ω =
Go ω τo

1 + ω2 τ2
o

(1.31)

G′′(ω) needed to be corrected for the contribution of the solvent phase (ηs) which was not

considered in the long-time approximation of equation (1.26). Just like the Peclet number in

the steady shear experiments now the frequency ω defines the timescale of the experiment. At

low frequencies one approaches the steady limit of almost purely viscous Newtonian behavior

as it was already discussed above. In this regime G′′ − ηs ω is proportional to ω with the

proportionality constant 2.5ϕηs. G
′ is much smaller than G′′ but scales with ω2. Hence,

if tested at higher frequencies close to 1/τo the entropic contribution becomes increasingly

important. At even higher frequencies the rate of deformation is faster than Brownian motion

and thus the spatial distribution of the particles does hardly change within one deformation

cycle. G′ levels off while G′′ − ηs ω drops as 1/ω. Now only the contribution of the solvent

phase ηs ω determines the loss modulus G′′ of the colloid.

In the dispersed state at low particle concentrations a single relaxation time τo is sufficient to

describe the observed visco-elasticity. As τo is related to the Brownian motion of the particles

and visco-elastic effects become apparent at frequencies of about 2π/τo ≥ 1 rad/s. On the

contrary, in course of the transition to an arrested state colloids are dominated by slower

relaxation processes that involve corporative motions of larger numbers of particles. In this

case the onset of visco-elastic effects shift to lower frequencies and the single relaxation time

is replaced by the relaxation spectrum H(τ) that measures the relative strength of different

relaxation modes:

G(t) = Ge +

∞∫
−∞

H(τ) exp(−t/τ) d ln τ (1.32)

G(t), G?(ω) (either in terms of G′ and G′′ or |G(ω)| and ψ) and H(τ) are related to each other

by means of integral and differential equations that may or may not be analytically solved.

Yet, each of these quantities contains the complete information about the dynamic mechanical

properties of the sample in the linear visco-elastic regime.

1.3. Aggregated colloids in the arrested state

1.3.1. Glass transition and mode-coupling theory

At the highest particle volume fractions the viscosity of the colloid diverges. At the same time,

the colloid sustains small applied stresses and thus shows an certain degree of elasticity. The

system undergoes a liquid-solid transition. This macroscopic rheological behavior is caused

by a limited mobility of the particles on a microscopic level [Wee00a]. While at lower volume

fractions the whole sample volume is accessible each particle is now almost completely enclo-

sed by its nearest neighbors. Any short-time Brownian motion (β-relaxation) is restricted to a
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Fig. 1.9.: Cage effect: The motion of the cyan

colored particle is restricted to a small volu-

me, the cage, that is defined by its neighbo-

ring particles (orange). Only after long times

the cage can rearrange and allow for larger dis-

placements to be again stuck in a slightly dif-

ferent conformation. The inset shows the two-

dimensional displacement of an individual par-

ticle obtained via confocal microscopy (section

2.1). Note the difference in the scale bars. Du-

ring the cage reorganization the particle moves

only by a fraction of its diameter (image from

[Wee02]).

small volume, the cage, and larger displacements are only possible by corporative movements

of larger groups of particle after long times (Fig. 1.9) (α-relaxation). As the sample approa-

ches its glassy state the number of corporately moving particles diverges and any structural

reorganization becomes impossible. The system gets kinetically arrested which is accompanied

by the breakdown of ergodicity in the system.

Many studies have been devoted to the understanding of the glass transition in colloids as

an ergodicity to non-ergodicity transition that is also relevant in the glass formation of atomic

liquids and polymers. Ergodicity is best measured by means of the time dependence of the

normalized density correlation function in the reciprocal space

Φ(~q, t) =
〈%̃(~q, τ + t), %̃(~q, τ)〉τ
〈|%̃(~q, τ)|2〉τ

. (1.33)

%̃(q, t) denotes the Fourier transform of the particle density:

%(~r, t) =
1

V

N∑
i=1

δ(~r − ~ri(t)) %̃(~q, t) =
1

V

N∑
i=1

exp(i ~q · ~ri(t)) (1.34)

In the ergodic dispersed state Φ(~q, t) decays to zero in a finite time. As the colloid approaches

the glass transition, however, only part of correlation is lost in the fast β-relaxation and a

plateau evolves. This plateau is followed by second decay at longer times that corresponds to

the α-relaxation. At the glass transition the α-relaxation time τα diverges and Φ(~q, t) stays

constant at the non-ergodicity parameter f~q = lim
t→∞

Φ(~q, t) (Fig. 1.10).

A mathematical description of this temporal evolution is given in the framework of the mode-

coupling theory (MCT) [Cat08, Cat04b, Rei05]. Starting from the equations of motion for a

single particle including viscous drag, fluctuating solvent forces and inter-particle potentials

the Langevin equation for the particle density %(~r, t) is obtained. Due to the complexity of

this equation it is easier to proceed in reciprocal space where the particle interactions are

expressed as couplings between different modes ~q. The result is the equation of motion for

the density correlation Φ(~q, t) that describes the temporal evolution of density fluctuations
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Fig. 1.10.: Breakdown of ergodicity in course

of the colloidal glass transition: At low partic-

le volume fraction the colloid is ergodic and

the particle density correlation Φ(~q, t) decays

to 0 at finite times. Within increasing volume

fraction the correlation indicates two relaxati-

on processes separated by a plateau. In course

of the glass transition the longer α-relaxation

time diverges ending in a non-ergodic state for

which the plateau prolong to infinite times.

Φ
(~q
,t
)

log(t)

β

α
f~q
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ϕ2ϕ1
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at different lengthscales 1/|~q|. The actual calculation is based on the static structure factor

S(~q ) = 〈%̃(~q, τ)〉τ that is obtained analytically from the inter-particle potential in a self-

consistent way [Daw01]. This procedure only displays equilibrium behavior and thus MCT

relies on the assumption that S(~q ) does not change significantly beyond the glass transition.

Alternatively, S(~q ) can also be extracted from molecular dynamics simulations or directly

from static light scattering experiments [Ram04].

MCT shows a large predictive potential. Beside to the temporal evolution of Φ(~q, t) it

allows for a prediction of the critical volume fraction ϕg at which the glass transition happens

(see Fig. 1.4). Moreover, Φ(~q, t) can be used to directly calculate the frequency dependent

complex viscosity η?(ω) and shear modulus G?(ω) [Daw01]. Siebenbürger et al. compared these

theoretical predictions with rheological measurements for dispersions of sterically stabilized

PS-PNIPAM core-shell particles and observed a very good agreement for almost 10 decades

in frequency [Sie09]. At volume fractions in the concentrated regime, yet far below the glass

transition the colloid behaves like a Newtonian liquid at sufficiently low frequencies ω and low

Peclet numbers Pe ∼ ω, respectively. The loss modulus G′′ is proportional to ω and largely

exceeds the storage modulus G′ that scales with ω2 [Fig. 1.11 (a)]. At higher frequencies both

modules approach to each other and even coincide for a limited frequency range signaling the

existence of a spectrum of relaxation processes. These processes are caused by the correlated

Brownian motion of the particles that can relax the generated stresses only for sufficiently

low shear rates. At the highest frequencies the Newtonian behavior is regained with a reduced

viscosity of the neat solvent.

With increasing volume fraction (Fig. 1.11 (b)) the viscosity rises and hence also G′′. Along

with the appearance of the slow α-relaxation in Φ(~q, t) (Fig. 1.10) due to the cage effect the

mechanical relaxation shifts to lower frequencies. Beyond this frequency the colloid cannot

relax the applied deformation via structural relaxations and a plateau in G′ evolves. At the

highest frequencies G′ and G′′ behave similarly to the case of the lower volume fraction as

the short-time Brownian motion within the cages is less influenced by the increased particle

content.

Past the glass transition at ϕg (Fig. 1.11 (c)) structural reorganizations are hindered com-

pletely and the plateau extends to infinitely low frequencies. The existence of a non-vanishing

storage modulus G′o at infinitesimally small frequencies can microscopically only explained by
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Fig. 1.11.: Frequency dependent shear modu-

lus of a colloid made from polydisperse po-

ly(styrene) poly(N-isopropylacrylamide) (PNI-

PAM) core-shell particles in water at various

particle volume fractions. (a) ϕ = 0.519, (b)

ϕ = 0.626 and (c) ϕ = 0.641. See text for

further explanations (graphs from reference

[Sie09]).

the presence of a percolating particle network that can bear the applied stress. Indeed sys-

tem spanning clusters of slow and stationary particles were observed on approaching the glass

transition by means of confocal microscopy and molecular dynamics simulations [Con06]. Yet,

these clusters dissemble after a characteristic, volume fraction dependent timescale correspon-

ding to a transient plateau in G′ in Fig. 1.11 (b). Only past the glass transition the percolating

cluster stays permanently and thus allows for a stationary plateau at G′o. The magnitude of G′o

strongly depends on the volume fraction as it follows a power law behavior when normalized

to ϕg [Bra93, Kra10]

lim
ω→0

G′(ω, ϕ) = G′o(ϕ) ∼ 1

(ϕ/ϕg − 1)ν
(1.35)

When the single particle motion is coupled to an external flow field MCT can also be used

to describe colloids at strain rates in the non-linear regime [Fuc02a]. Most importantly, it

correctly predicts the existence of a yield stress σy in the glassy state. For applied stresses

below this critical value the colloid responds elastic while above σy the glass yields and gets

liquidized, eventually followed by a shear thinning regime at higher shear rates [Cra08, Sie09].

In its simplest form such a behavior is described by the Bingham characteristicsσ = G′o γ for σ < σy

σ = σy + η γ̇ for σ ≥ σy
(1.36)
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Macroscopic rheometry showed that σy is closely related to the elastic modulus in the linear

regime as yielding happens at a fixed strain in the order of γy = σy/G
′
o ≈ 0.1 irrespective of

the strain rate [Zau08]. Though, the microscopic picture of the yielding process in terms of

possible cage breaking events is not fully understood yet [Pha06].

1.3.2. Attractive glass and gelation

So far the particles were assumed to be impenetrable hard spheres that interacted with each

other only by means of collisions and hydrodynamic coupling mediated by the solvent. Now,

we turn to arrested colloids with attractive inter-particle potentials. Despite this considerable

difference in the microscopic interactions a number of analogies were observed in experiments

and simulations [Pue02]:

i As the colloid gets dynamically arrested the system undergoes an ergodic non-ergodic

transition as it was described in the preceding section. In general, the non-ergodicity

parameter f(~q ) is larger for the attractive colloids which is related to the stronger bonds

between the particle.

ii During the transition the structure of colloids, expressed by the static structure factor

S(~q ), does not change significantly. The precursor and final state of a arrested colloid

can hardly be distinguished from just as the dispersed and the glassy state strongly

resemble each other.

iii The essential features of the rheological evolution are universal: As a critical volume

fraction ϕc is exceeded the colloid turns from a viscous fluid to a elastic solid while

passing an intermediate highly visco-elastic state. The respective particle interactions

enter predominantly in ϕc as well as the absolute values of the rheological modules.

iv The finite low-frequency storage modulus is caused by a permanent, system spanning

particle cluster. In case of the repulsive glass the aggregation into clusters is caused by

crowding while in attractive colloids aggregation happens for energetic reasons. Hence,

kinetic arrest happens at much lower volume fractions.

These similarities motivated recent theoretical advances to unify the kinetic arrest in repulsive

and attractive colloids in a general MCT framework. The initial formulation of the MCT was

extended to account for attractive inter-particle potentials and/or low volume fractions and in

particular proved to be applicable in case of concentrated weakly attractive colloids [Daw01,

Cat04b]. MCT correctly predicted the existence of an ergodic liquid state at volume fractions

above the glass transition of hard spheres if an attractive interaction was introduced [Daw01,

Eck02] (compare Fig. 1.4). The closer binding of neighboring particles due to the attractive

interaction effectively generates additional free volume for other particle which facilitates large-

scale structural relaxations. With increasing attractive strengths, however, the system again

gets arrested in the attractive glass. The structural properties of the attractive and repulsive

glass differ notably. The structure factor of the attractive glass shows a maximum at much
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smaller wave vectors ~q corresponding to a structuring of the colloid at larger length scales. This

coincides with the intuitive picture that the attraction gives rise to stronger particle bonds,

more dense clusters and thus a more heterogeneous structure than in the repulsive glass. In

this respect the attractive glass transition is more closely related to gelation [Pue02].

While dense colloid gels (ϕ ≥ 0.4) are handled with the same basic formulation of MCT

some modification are necessary in case of lower volume fractions and weak attraction for a

number of reasons. Many of them come up from the fact that the MCT calculations are based

on the equilibrium structure factor S(~q) before the system gets arrested. This is reasonable for

dense gels and glasses as structural reorganizations in course of the arrest are restricted due to

the high volume fraction. In loose gels, however, finite bond lifetimes, large scale heterogenei-

ties and structurally weak regions can cause time-dependent changes in the particle network

that are not captured by MCT. Further problems arise from the dynamic nature and diver-

sity of gelation scenarios, such as transient gelation or non-equilibrium routes via irreversible

phase separation. Consequently, the equilibrium structure factor used in the MCT calcula-

tions probably deviates from actual structure. Several extensions to the standard MCT try

to circumvent these problems. The cluster mode-coupling approach (CMCT) [Kro04, Cat04a]

models gelation as a two-step process. In the initial step the particles aggregate to clusters

that are considered as the new primary particles of the colloid. The subsequent kinetic ar-

rest to the final gel state is described by the standard MCT using renormalized values for

the volume fraction, the interaction range and strength. As another extension of MCT the

PRISM method [Fuc02b] was developed to improve the calculation of the structure factor in

colloids with polymer-induced depletion attraction. It takes into account the locally heteroge-

neous distribution of polymers and possible configuration changes of the polymers within the

closed-packed particle network [Ram04].

Various hallmarks have been established to verify the applicability of this extended MCT-

based framework for model colloids. These hallmarks include predictions for the gelation boun-

dary in the phase diagram, the evolution of static and dynamic structure factors as well the

mechanical properties of the colloids. Like for the repulsive and attractive glass quantitative

agreement was achieved within a 10 % uncertainty range for dense gels [Cat08]. At lower volu-

me fractions, however, experimental results and theory could be compared only qualitatively

in particular regarding critical volume fractions and the structure factors [Sha03]. Yet, the

discrepancies were only partly related to an inappropriate MCT description. Multiple defini-

tions of the gelation point for scattering experiment, confocal images and visual inspection by

eye further complicate a proper comparison. In the same sense the occurrence of a percola-

ting system spanning cluster does not necessarily coincide with the kinetic arrest in terms of

MCT as we will discuss in more detail in section 1.3.3. Moreover, the minimal frequency ω,

for which the storage modulus G′(ω) is assumed to be stationary, is actually chosen arbitrarily

(ω = 2π/100 s ≈ 0.06 1/s) and sometimes limited by aging effects.

The bare mechanical properties in terms of the full frequency dependency of G′(ω) and

G′′(ω) or the variations in the plateau modulus Go with the volume fraction or the interaction

strength are less susceptible to ambiguous definitions. Regarding these quantities good agree-
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Fig. 1.12.: Scaling behavior in colloidal

gel made from 100 nm silica particles

with steric stabilization. The interacti-

on strength is controlled via tempera-

ture. All data collapse to an universal

curve when plotted against the reduced

volume fraction according to equation

(1.37). Data from reference [Rue97].
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ment between experiment and theory was observed in particular if the MCT calculations were

aided by structure factors obtained either by experiments or molecular dynamics simulations.

These results support a unified picture of arrested colloids which is most directly reflected in

a scaling behavior for G′o(ϕ) in analogy to repulsive glasses in equation (1.35)

lim
ω→0

G′(ω, ϕ) = G′o(ϕ) =
α

(ϕ/ϕc − 1)ν
(1.37)

The characteristics of the inter-particle potential enter in the exponent ν and the proportio-

nality constant α and thus is responsible for difference in the absolute values of G′o (Fig. 1.12)

[Pra03, Tra04]. Repulsive glasses are the weakest structures with modules in the order of 10 Pa

at the glass transition. Depending on the interaction strength attractive glasses are located at

about 100 Pa whereas gels can reach plateau modules up to 1000 Pa. In a simplified picture

G′o can estimated from the free energy density f of the system and its variations ∆f upon an

externally induced deformation γ.

∆f =
1

2
G′o γ

2 ≈ 1

2
G′o

∆r2

D2
p

(1.38)

Here we approximated the macroscopic deformation by the microscopic displacement of the

particles ∆r that happens on the lengthscale of the particle diameter. The same particle

displacement might alternatively be caused by thermally induced motions of the particles

about the mean positions defined by the minimum of the inter.particle potential. In this case

the energy density is approximated by

∆f = 3/2 kB T
N

V
(1.39)

with the number of particle N in the volume V . Comparing both equations lead to an estimate

for G′o:

G′o ≈
kB T

Rp r2
loc

ϕ (1.40)
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rloc replaces ∆r and is called the localization length. It is a measure of binding strength of the

particle to its nearest neighbor and can be obtained from the structure factor in the framework

of a naive version of MCT [Sha03, Pue02, Vie08]. In agreement with the estimates for G′o from

above rloc is small for colloidal gels and largest for the repulsive glass.

In summary, MCT is currently the most powerful description of colloids near and in kinetic

arrest. Although quantitative predictions often achieve only an accuracy of about 10 % [Cat08]

the overall agreement with experiments and its success in unifying the behavior of attractive

and repulsive colloids is probably the best sign for the validity of MCT. Though, its applica-

bility is limited to model colloids with well defined interactions at moderate and high volume

fractions. For arrested colloids at low volume fractions or complex types of particle interactions

more specialized and heuristic approaches can be more adequate to identify relevant processes.

In the following we explore the parameter space of colloids and discuss a few examples where

alternative models were successfully applied to explain the rheological behavior.

1.3.3. Exploring Parameters: interaction mechanisms, structure, and particle

properties

So far the particles in a colloid were assumed to be impenetrable, non-deformable, and smooth

spheres that interacted with each other by effective inter-particle potentials. As we discussed

above this idealized scenario can be well achieved by tuning particle materials, solvents and

additives. On the contrary, colloids found in industry and daily life are more complex and do

not necessarily meet these simplified conditions. Consequently, unexpected rheological features

might be observed. In general interaction mechanisms, structural characteristics and particle

properties are the decisive factors (Tab. 1.3) but their actual impact on the mechanical behavior

of the colloids depends also on their mutual interplay. We focus on three examples.

i The existence of a percolated particle network is obviously a necessary not yet sufficient

prerequisite for the observation of a macroscopic elasticity. Although all particles in the

network are connected with each other it depends on the characteristics of the particle

bonds, i. e. the inter-particle potential, whether the network can bear stresses [Tra04]. In

centro-symmetric potentials the network is only stable with respect to stretching of the

particle bonds while bending of particle chains does not change the energy of the system.

Hence, any applied stress can be relaxed corresponding to a vanishing elasticity. Only

an increased particle volume fraction and thus the addition of further particle bonds

constrains these bending reorganizations. On the contrary, in non-centro-symmetric po-

tentials any bending of particle chains by means of rotations and sliding of particles

past each other is hindered by energy barriers which gives rise to an elastic response of

the network. Theoretical approaches to these two types of structural and rigidity (me-

chanical) percolation confirms the discrepancy in the critical volume fraction and also

predicts different exponents ν in the power law of equation (1.37) [Arb93, Sah93]. Expe-

riments with sterically stabilized particles with polymer induced depletion attraction are

in accordance with these predictions [Pra03, Rue97, Gra93]. If the equilibrium separati-
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Interaction
mechanisms

Structure
Particle

properties

� van der Waals

� electrostatic

� depletion

� hydrodynamic coup-
ling

� solvent induced

� fractal

� amorphous

� crystalline

� compliance

� anisotropy (shape,
surface)

� roughness

Tab. 1.3.: Parameters determining the mechanical properties of colloids

on distance largely exceeds the geometrical diameter of the particles by using polymers

with high molecular weight chain bending cannot be avoided resulting in an exponent

of ν = 2.1 [Arb93]. When using low molecular weight polymers the range of attraction

is reduced and the interaction of the steric stabilization layers of bound particles limits

chain bending. Consequently, the exponent is increased to ν = 3.3 [Sah93].

ii Aqueous dispersions from temperature sensitive PNIPAM-based particles offer a unique

possibility to study the colloidal glass transition [Le 08, Sch10a, Cra06]. Upon lowering

the temperature the particles start to swell which leads to an increase in the effective

particle volume fraction [Reu09] and finally in the dynamic arrest of the colloids. During

this process the particle radius almost doubles and the particles get increasingly com-

pliant. Yet, in the dispersed state this softness does not affect the mechanical properties

of the colloid as the particle still behave as hard spheres. Only in the glassy state the

swollen particle start to interact with each other via an brush-like polymer interaction

which has a direct consequence on the volume fraction dependency of the elastic modules

[Sch10a]. A similar behavior was observed for the elasticity of emulsions as only in the

glassy state the deformability of the emulsion droplets becomes obvious [Mas95].

iii In colloidal dispersion made from gelatin particles aggregation was induced by a strong

depletion attraction resulting in a rather fractal gel. The gel was mechanical characterized

in non-linear nanoindentation experiments which revealed a pronounced aging behavior

[Fil06a]. Freshly prepared gels showed a plastic yielding behavior that was connected to
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a irreversible restructuring of the particle network as the indentor tip was pressed into

the network. The time characteristics of the mechanical response could be related to a

stick-slip frictional interaction of the particles during the restructuring [Fil06b]. Aged

samples, however, showed a significant elastic recovery as the tip was retracted from

the sample. This change in the mechanical response could not be related to structural

changes over time which was confirmed by confocal microscopy. Instead, the increased

network elasticity was attributed to the formation of strong solid particle bonds due to

the special chemical composition of the colloid [Fil06a].

1.4. Current challenges and objectives of the present work

After this broad, yet not complete introduction to the general principles and rheology of

colloids we now proceed to the basic objectives of the present work. Rather than focusing on

the characterization of a specific colloid we discuss different model systems in order to draw

a (selective) picture of the current challenges in the field. In our point of view this should at

least cover three aspects: the diversity of colloidal dispersions, the validity of unified theories

as well as alternative approaches and thirdly the development and testing of experimental

methods. In the following we go through these three aspects and shortly comment on their

implementation in the present work.

1.4.1. Diversity of colloidal dispersions

The large diversity of colloids was already subject of the preceding paragraph. Though, we

want to stress the fact that the exploration of the parameter space of Tab. 1.3 and the under-

standing of the dynamical processes in these systems is equally of fundamental academic and

industrial interest. The synthesis of new Janus particles [Wal08] such as core-shell particles

[Cra06], dumbbells [Che11, Kim06] or hollow capsules [Zha09, Fen07] is subject of various

publications just like techniques to adjust the particle roughness [DAc10], softness [Sch10a]

and other surface properties. Beside to the obvious and rather old attempts to modify the

mechanical properties of colloidal dispersions, recently considerable effort has been taken to

actively enforce certain dynamical processes. The stabilizing properties in particle-stabilized

emulsions can be improved by using Janus particles with adjusted chemical surface properties

[Bin01] and the self-assembly of the dispersed particles into specific structural conformations

is facilitated by anisotropic particle shapes or interactions, e. g. in liquid-crystalline solvents

[Con09, Zum10]. Just to mention one example we refer to various attempts to produce colloidal

crystals via self assembly.

We followed this trend and present in chapter 3 a study of the network formation in liquid-

crystal based colloidal dispersions. Instead of attractive inter-particle potentials a phase transi-

tion of the solvent caused the phase separation of the colloid into a kinetically arrested network

structure. The rheology of the network was investigated with piezo-rheometry which allowed

for reproducible measurements in the linear visco-elastic regime by using very small strain
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amplitudes. Beside to the liquid to solid transition in course of the kinetic arrest a pronounced

temperature dependent visco-elasticity was observed. This visco-elasticity was successfully re-

lated to the swelling and partial dissolution of the particles as well as to the ongoing phase

transition of the solvent past the network formation (chapter 4).

1.4.2. Unified theories and alternative approaches

Physicists always seek to describe phenomena in nature in the simplest way possible. The

discovery of universal features and the development of unifying theories play a crucial role

in this attempt. Due to its long history much progress has been made in case of colloidal

science, e. g. by means of MCT. More recently, a general jamming transition was proposed

to combine colloidal and granular dispersions in a universal phase diagram of jammed and

fluid states [Pra03, Tra01, Liu98]. Granular dispersions differ from colloids only with respect

to the size of the constituent particles that lies in the range of 1µm to 1000µm. Following the

discussion in section 1.1.1 Brownian motion does not play a role in these systems and gravity

mostly dominates van der Waals, electrostatic or depletion forces. Though, the rheological

behavior of both systems partially resemble each other, e. g. with respect to yielding [Cou02]

or the formation of shear bands [Cou02], and thus support the idea of an universal jamming

behavior.

Unfortunately, a reasonable comparison between colloidal and granular dispersions can only

work if the number probed particles is large enough to allow for an representative ensemble

average. Otherwise, microscopic single particle effects strongly influence the overall rheological

behavior. This might be one reason why studies on granular matter are often based on the

motion of each individual particle. Discrete element methods has proven to be a suitable

tool to conveniently include frictional interactions and single particle properties (roughness,

compliance) into simulations [Cun79, Oda00]. Vice versa, finite size effects can also occur in

small colloidal systems with a restricted number of particles. In these case one might ask the

question whether results from simulations and experiments can be compared to macroscopic

continuum models.

We addressed this question in our study of the non-linear rheology of sedimented colloidal

films with the help of nanoindentation (chapter 5). Beside to structural variations in terms

of amorphous and semi-crystalline samples we enforced the aggregates by rigid solid bonds

between the particles. It turned out, that within the aggregate the average microscopic defor-

mation field due to indentation could be modeled with continuum mechanics of an elasto-plastic

solid. A priori this result was not expected as the indentation was restricted to a very limited

sample volume. Yet, the validity of continuum theory for these sedimented aggregates was also

indicated by reasonable average values for hardness and elastic modulus that could be related

to the particle properties.
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1.4.3. Development of experimental techniques

In its history the investigation of colloids largely benefited from utilizing novel experimental

techniques, including steadily improving rheometric equipment [Cla06, Mar98, Kir02] and spe-

cialized light scattering like diffusive wave spectroscopy [Pin88, Sch01, Rom00]. In particular

confocal microscopy turned out to a liable tool to get a measure of both, the dynamic and

structural structure factor of colloids [Pat08, Cam05]. This information can be compared to

equivalent data from simulation and theory but at the same time is partially redundant with

scattering experiments. Whereas data from scattering experiments represent an average over a

large sample volume obtained in reciprocal space, confocal microscopy generates a more direct

quantity, i. e. time-dependent 3D coordinates of individual particles in real space. Besides,

confocal microscopy is not only a tool for passive observation purposes but also allow for an

active manipulation of the dispersed particles. Equipped with a powerful laser the setup can

be used as an optical tweezer [Gri97] in order to generate well-defined particle configurations

[Mus06] or to characterize inter-particle potentials via force spectroscopy [Gam09, Tak08].

Our contribution to this continuous progress in the experimental techniques is the realization

and testing of new micro-rheological methods based on confocal microscopy and specialized

particles in chapter 6. Compared to homogeneous solid particles hollow particles are rather

compliant and deform upon external contact forces. This deformation can be detected in

confocal microscope images and quantified to get an estimate of the applied forces. In a second

method optically anisotropic particles are used to detect rotational motions of individual

particles. Compared to other existing methods aiming for the same goal the particle must

not have a shape anisotropy and standard localization procedures (chapter 2) can be applied

without major restrictions.

Besides, we explored the applicability and information gain of combined experimental techni-

ques (chapter 2). In the study on the liquid-crystal based colloidal dispersions piezo-rheometry

was complemented by simultaneous confocal microscopy which had not been done before. The

combined mechanical and structural data did not only ascertain that the linear rheology of

the system was tested but also gave further insights into the network formation dynamics

(chapter 3). In the nanoindentation experiments of the colloidal films only the structural in-

formation from confocal microscopy allowed for a proper utilization of existing data evaluation

procedures. Furthermore, confocal microscopy was used for a micro-rheological analysis of the

indentation process that complemented the mechanical nanoindentation data (chapter 5).
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The experimental methods split up into three parts. The first two parts deal with the two

central measurement techniques in the present work, confocal microscopy and rheometry in

terms of piezo-rheometry and nanoindentation. We give a short overview about the working

principles and describe the used setups. The bigger part of these setups were home-made and

thus very versatile which allowed for an easier combination of the methods. In section 2.1 we

further give a comprehensive introduction into particle localization and tracking algorithms.

The chapter is closed by a short description of other experimental methods used for additional

characterization of particles and dispersions.

2.1. Laser scanning confocal fluorescence microscope

2.1.1. General working principle

In 1957 Marvin Minsky introduced the first setup of a confocal microscope in order to overcome

the limited depth resolution and contrast of wide-field microscopes [Min88]. While for the latter

one the specimen is fully illuminated in confocal microscopes the light source is focused by an

objective to illuminate only a small point in the sample. The reflected/scattered/emitted light

is collected by the same objective and imaged on a pinhole before it is quantified by a detector.

The pinhole is positioned at the plane that is optically conjugated to the illumination focal

spot. In this configuration light that does not originate from the focal spot is rejected by the

pinhole (see Fig. 2.4). This so called confocal condition does not only involve lateral directions

but also the direction along the optical axis and thus allows for a true 3D-imaging by moving

the focus relative to the sample.

The maximal spatial resolution of a confocal microscope is restricted by the diffraction

limitation of light [Paw06]. It accounts for the fact that the laser focus is not infinitesimally

small but has a finite size. The spatial intensity distribution in the laser focus Ifoc(x, y, z) can

be calculated from the Kirchhoff diffraction integral in the Fraunhofer approximation:

Ifoc(x, y, z) = Io

∣∣∣∣∣∣
x

aperture

exp

[
k

L+ z
(xx′ + y y′))

]
dx′ dy′

∣∣∣∣∣∣
2

(2.1)

The integral extends over the open aperture of the objective. k denotes the wavenumber of

the used light and L the distance from the aperture to the focus defined by geometrical optics.
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Fig. 2.1.: Schematic optical setup of an confo-

cal microscope showing the confocal conditi-

on. The illumination point and the pinhole

before the detector are at optically conju-

gated planes and thus efficiently eliminate

out-of-focus light.

For a circular aperture with a radius R the integral results in the Airy function

Ifoc(x, y, z) = Io

(
2 J1[k R sin(θ)]

k R sin(θ)

)2

(2.2)

with sin(θ) =
√
x2 + y2/

√
(L+ z)2 + x2 + y2 and J1 denoting the first order Bessel function.

The same formalism can be applied for the detection of the reflected/scattered light. The

pinhole is mathematically back-projected into the sample resulting in an equivalent Airy func-

tion Ipin. As the pinhole and the laser focus in the sample are optically conjugated both Airy

functions can be convolved to give the total transfer function or so called point spread function

gPSF of the confocal microscope: to give the total transfer function or so called point spread

function gPSF of the confocal microscope:

gPSF(x, y, z) =
y

V

gfoc(x− x′, y − y′, z − z′) gpin(x′, y′, z′) dx′ dy′ dz′ (2.3)

gPSF can be interpret as a weighting function that converts the spatial distribution of the

optical response of the sample (reflectance, scattering strength, fluorescence) at the illuminated

point into the actually measured light intensity.

Assuming a specimen consisting of two infinitesimal small scattering centers at a distance

d the resulting image is shown in the inset Fig. 2.4. As a general criteria in microscopy both
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Fig. 2.2.: Simulated microscopic image

of two individual point-like object (in-

set). Both objects can be distinguished

if the extension of intensity distributi-

ons is smaller than the distance d bet-

ween the points. As can be seen from

the profile this criteria is fulfilled here.
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points can be distinguished if d is larger than the full width at half maximum (FWHM) of the

intensity maxima. This results in a spatial resolution in lateral x,y-directions of

dlateral ≈ 0.4
λ

NA
(2.4)

with λ and NA denoting the wavelength of the used light and NA the numerical aperture of

the objective [Paw06]. A lateral resolution of 0.25µm is a typical value for high numerical

aperture objectives (NA > 1.3). Along the optical axis the resolution is decreased by a factor

of 2-3 and can be approximated by

daxial ≈ 1.4
λn

NA2 (2.5)

Here n gives the refractive index of the surrounding medium.

2.1.2. Characteristics of the home-made setup

Commercially available state-of-the-art confocal microscopes use either fast scanning units like

e. g. resonating mirros or acusto-optical deflectors to scan the laser focus through the sample

or a multi-beam illumination by means of Nipkow-spinning disks for a simultaneous imaging

at different foci. As a result these systems record 2D images at video-frame rates of 60 Hz and

higher depending on the scanning parameters. Most systems work in reflection or fluorescence

mode4 incorporating several combinations of excitation and detection wavelengths which can

be operated simultaneously [Sem05]. Different objectives and pinhole sizes are available to

adjust spatial resolution and the depth of field. Despite these comforts we constructed a

home-made confocal microscope for the following reasons:

� The confocal microscope needed to be combined with various other experimental setups

such as the piezo-rheometer together with the temperature control unit (section 2.2.1) or

4The detected intensity results from an fluorescence process within the sample. Either the sample is labeled
on purpose with fluorescent dyes or the specimen shows auto-fluorescence which is often the case in biological
samples. By variation of the wavelengths of the illumination light and optical filters in the detection path of
the microscope special several dyes can be individually addressed.
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the indentation module (section 2.2.2). These devices demand for a increased flexibility of

the confocal setup already starting with varying space requirements on the sample stage.

Furthermore special care has to be taken on the vibration isolation of the sample stage

since in particular the piezo-rheometer will react with an enhanced noise level to any

additional source of vibration. These specifications are usually not met by commercial

microscopes.

� Certain methods like e. g. the rotation analysis (section 6.2) ask for a special preparation

of the incident beam. This is most conveniently accomplished if the optical beam path

is accessible.

� Other options like the possibility to change the laser wavelength or the objective during

the experiments are not required. Diameters of the used particles lie in the range of

1− 2µm. Hence, only objectives with numerical apertures of 1.3 and higher give rise to

a sufficient spatial resolution in order to extract reliable 3D coordinate. Such a high NA

can only be reached with an oil immersion objective at a magnification of 100×. In this

case the 2D field of view is automatically limited to (150µm)2.

Instrumentation

The schematic setup with all relevant optical elements is shown in Fig. 2.3. The probing laser

(Cobolt Samba�532 nm with a maximum power of Pmax = 25 mW, Cobolt AB, Sweden) beam

is coupled into the optical path via a polarization maintaining single mode fiber. After a change

to circular polarization (Glan-Thomson polarizer, Bernhard Lange Nachf. GmbH, Germany,

and λ/4 quartz retardation plate, Linos, Germany, at relative angle of the principle axes 45 ◦)

and attenuation to a intensity level of (0.001-1) % it is expanded to a beam diameter of 8 mm.

A small amount of the beam intensity is cut for beam diagnosis via a CCD camera module

while the bigger part is separated in two halves, one being used to measure the beam intensity

(PM100D compact power meter, Thorlabs GmbH, Germany) and the other to illuminate the

sample. After passing the dichroic mirror (Laser-beamsplitter z 532 RDC, 90% transmissi-

on above 545 nm, AFH Analysetechnik AG, Germany) a galvanomotor based scanning unit

(SCANcube®7, SCANLAB AG, Germany) scans the focus across the fixed sample in x,y-

directions. A telescope is used to project the pivot point of the scanning unit into the entrance

aperture of the focusing objective (UPlanApo PH3, 100× oil immersion, NA=1.35, working

distance 170µm, Olympus Deutschland GmbH, Germany). The z-position of the objective is

controlled with a piezo-positioning system (nanoX 200 S, ENV 40 SG nanoX, Piezosysteme

Jena GmbH, Germany). The collected fluorescent light (Rhodamin B or Nile Red) is separated

from the excitation laser light firstly by the dichroic mirror and directly before the detector by

a optical high pass filter (laser clean-up filter z 532/10, AFH Analysetechnik AG, Germany).

A single lens focuses the transmitted light on an avalanche photo diode (id100, idquantique,

Switzerland) with an active area of (50µm)2 in size directly acting as the confocal pinhole.

Photons are detected with a high quantum efficiency of about 25 % at a maximum count rate

of 17 MHz. As single photons are counted (NI PCI-6602 Counter/Timer, National Instruments
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Fig. 2.3.: Schematic optical setup of the home-made laser scanning confocal microscope. For the

analysis of rotational particle movements, we added the polarizer P2 between the dichroic mirror

and the scanning unit.

Germany GmbH, Germany) only small input intensities of down to 50 nW are needed (depen-

ding on the type and amount of dye). For the polarization dependent bleaching of particles

(section 6.2) a thin film polarizer (VIS 4 K, Linos Photonics GmbH & Co. KG, suppression

ratio 1:4000, Germany) is placed between the dichroic mirror and the scanning unit.

The sample is placed on a sample stage (xyz, xy-range 50 mm, z-range 30 mm) equipped

with stepping motors (miCos GmbH, Germany, and HVM 100 from OWIS GmbH, Germa-

ny, controlled with a LSTEP-PCI module, Lang GmbH & Co.KG, Germany) for a coarse

positioning. Most of the electronic elements are controlled by a personal computer via a gra-

phical user interface programed in LabVIEW�(Version 8.5, National Instruments Germany

GmbH, Germany). The scanning unit and the piezo-positioning of the objective are operated

indirectly via synchronized waveform generators (33220A, Agilent Technologies Deutschland

GmbH, Germany). Detailed information about the interplay of all components together with

the software architecture can be found in appendix A.

Operation parameters

In the standard operation mode the fluorescence intensity is recorded discretely as a photon

count at fixed 3D pixel (px) positions while the beam is scanned across the sample. The pixels

are evenly distributed on an 3D orthogonal grid at a spatial sampling rate in the range of
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Fig. 2.4.: Small SiO2 particles were images to estimated the resolution of the confocal microscope in

lateral x,y-directions (a) and axial z-direction (b). The line profiles from xy- and xz-cuts (insets)

were fitted by a Gaussian function.

[3.4− 10] px/µm in lateral x,y-directions and [2− 5] px/µm in axial z-direction. Using a 100×
objective the field of view is limited to about 150µm in each direction. At larger extensions the

spherical aberration causes a reduction of the detected fluorescence intensity and blurring of

the image. The maximal scanning speed of the galvanometers is 1000 Hz resulting in imaging

times of about 0.5 s for a 2D-frame and 5 min for a 3D data set at a reasonable image size of

(512× 512× 256) px3.

In the following we shortly discuss the spatial resolution of the present setup. The inset in

Fig. 2.4 shows xy- and xz-cuts of a 3D confocal data set of fluorescent labeled particles with

a diameter of about 100 nm. As these particles were smaller than the theoretical resolution

of the microscope, effectively the extension of the point spread function gPSF was tested as

we already discussed above. The line profiles could be fitted by an Gaussian function with a

FWHM of (235± 5) nm in xy-direction and (570± 30) nm in z-direction. These values are in

reasonable agreement with the expected resolution in equations (2.4) and (2.5).

2.1.3. Localization of particles

In first place confocal microscopy serves the same purposes like wide-field microscopy, i. e. real

space imaging of the specimen under study. The information gain from the improved spatial

resolution especially in axial direction opens up routes for 3D structural characterization which

we will exploit in chapter 3.

In colloidal systems the confocal data can be further used to extract 3D coordinates ~rn of the

constituent particles. Before we go into detail about the used algorithm we shortly derive the

mathematical expression of the detected intensity distribution. Assuming fluorescent labeled

particles at the positions ~rn with a distribution of dye molecules gdye(~r) inside the particles

the fluorescent light If emitted from point ~r = (x, y, z) is proportional to

If (~r) ∼
∑
n

gdye(~r − ~rn) (2.6)
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Fig. 2.5.: Localization algorithm after Crocker, Grier and Weeks shown for xy-cuts through the 3D

fluorescence intensity data: (a) Although the individual particles can be identified in the original

intensity distribution (top) the line profile (d) is rather noisy which hinders an automated localization.

(b) After filtering the convolved intensity shows pronounced, smooth maxima. (c) After refinement of

the maximum positions the localization of the particles is complete. Particles with mean z-positions

close to and within the shown xy-cut are indicated by white circles and white circles with black dots,

respectively. (e) The shape and extension of the mask distribution is identical to that of the particle

in the original image. Compared the former ones the image is magnified by a factor of 2.5 for better

visualization.

∑
n denotes the sum over all particles in the observation volume. Due to the finite resolution of

the optical imaging If needs to be convolved with the PSF gpsf to give the detected intensity:

Id(r) ∼
∫
V

gPSF(r− r′)

(∑
n

gdye(r
′ − rn)

)
d3r′ (2.7)

Iterative deconvolution methods [McN99] can be used to solve equation (2.7) for the particle

positions rn if the distributions gdye and gPSF are known. While gPSF can be obtained theo-

retically and in experiments [Nas07] (Fig. 2.4), gdye is accessible via reasonable assumptions.

However, these algorithms suffer from long computation times.

The problem is simplified for big and/or well separated particles since the apparent distri-

bution function

gapp(r− rn) =

∫
V

gPSF(r− r′) gdye(r
′ − rn) d3r′ (2.8)
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does not overlap significantly for neighboring particles. The particles are represented by more or

less well separated intensity maxima. In this case a time-expensive deconvolution procedure is

unnecessary and replaced by a more practical approach. The algorithm introduced by Crocker

and Grier [Cro96] and extended by Weeks [Wee00a] involves three steps: a local filtering to

improve the image quality, a coarse determination of the particle coordinates and a subsequent

refinement to subpixel accuracy. The filtering is done via an additional 3D-convolution of the

experimental data set with a mask gmask(i, j, k):

C(l,m, n) =
∑
i,j,k

gmask(l − i,m− j, n− k) · Id(i, j, k) (2.9)

Here we switched from continuous coordinates ~r to the experimentally relevant case of indexed

coordinates (xi, yj , zk) and the discrete 3D intensity data Id(i, j, k). If the mask distribution

gmask is modeled to match the apparent distribution gapp [Fig. 2.5 (e)] the 3D convolved in-

tensity C is maximal in the center of the particle. Here the measured intensity and the mask

distribution overlap completely. With increasing separation of mask and particle the convol-

ved intensity decreases. This procedure does not only sharpen the original intensity maxima

but also reduces data scatter by replacing Id with the locally averaged quantity C. In the

initial computational implementation of this algorithm by Crocker, Grier and Weeks5 a cen-

tered Gaussian profile with an extension σx,y,z similar to the particle size was used as mask

distribution:

gmask(i, j, k) =
1√

2π (σ2
x + σ2

y + σ2
z)

exp

[
−
(
xi

2σ2
x

+
yj

2σ2
y

+
zk

2σ2
z

)]
(2.10)

Exemplary data are shown in Fig. 2.5 (a,d) as a xy-slice through the complete 3D confocal

image and as a line profile. A poor signal-to-noise ratio prevents an automatized localization

of the particles from these raw images. The filtering, however, generates well separated ma-

xima in the convolved intensity C with a high signal-to-noise ratio Fig. 2.5 (b,d) which can

be easily localized. Misidentification is avoided by setting a threshold value for the intensity

C as well as a minimal distance between two maxima given by the diameter of the particles.

Though, the extracted maximum positions are referenced by the set of indexes (i, j, k)max

and therefore only accurate within one pixel. Further sub-pixel accuracy is obtained if the

mean maximum position, intensity weighted with the local convolved intensity around the

maximum, are calculated:

(x, y, z)max =
∑

C(i,j,k)>Cth

(xi, yj , zk)C(i, j, k) (2.11)

Again a suitable threshold Cth is applied to prevent any coupling to nearby maxima and

background scatter. In general an additional local background subtraction simplifies the loca-

lization process. This can already be incorporated into gmask by subtracting the reciprocal of

5http://www.physics.emory.edu/ weeks/idl, E. Weeks, 06/2010/06
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its total sum:

g̃mask(i, j, k) = gmask(i, j, k)− 1/

(∑
lmn

gmask(l,m, n)

)
(2.12)

The result of the localization procedure is shown in Fig. 2.5 (d).

The algorithm can be used for particles with arbitrary spherical symmetric profiles if the

mask distribution gmask is modeled appropriately. In chapter 6.1 we will discuss the special

case of hollow particles in connection with a analysis of the deformation state when forces

are applied to the particles. On the contrary anisotropically shaped particles without intrinsic

mirror symmetries cannot be localized reliably.

2.1.4. Tracking of particles

If the sample volume is imaged continuously tracking algorithms can be used to connect

the 3D coordinates to 3D trajectories of the individual particles [Cro96, Wee, Lu07]. The

assignment of the particles to their equivalent in the subsequent confocal image is based on the

assumption that the total displacement of all particles within each step is minimal. Obviously,

this definition leads to wrong results if the particles move too far from their initial position

within a single step. Moreover, the number of possible trajectories rises strongly with the

number of particles N and confocal images m according to O(Nm). Therefore, it is necessary

to limit the maximal displacement of each particle which is accomplished by a sufficiently small

waiting time between two consecutive confocal images. Consequently, fast Brownian motion

of small particles and large shear rates generally require high scanning speeds [Zau08]. The

processes studied in the present work, however, are rather slow and the scanning speed of the

home-made setup does not impose limitation to the experiments. We used a freely available

implementation of the tracking algorithm by Crocker, Grier and Weeks.6

2.2. Rheometry

The term rheometry comprises all experimental measurement techniques designed to determine

the bulk mechanical properties of a material. In principle, any method that is capable of

controlling and/or quantifying stresses and deformations in a specimen can be used. This

definition appears to be quite extensive and indeed, in course of its long history a large variety

of rheometers have been developed. A classification is possible in terms of the geometry and

amplitude of the deformation, its temporal execution characteristics as well as the consistency

of the material that can be handled. Some options for these parameters are illustrated in

Tab. 2.1.

One of the most frequently used setups are oscillatory shear rheometers with a plate-plate

geometry. Here the sample is placed between two parallel plates one of which is used to apply

a periodic deformation γ(ω, t) (compare section 1.2.1 and Fig. 1.6). The second plate is connec-

6http://www.physics.emory.edu/ weeks/idl/tracking.html, E. Weeks, 06/2010/06
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Geometry

cone-plate uniaxial extension capillary flow

Amplitude

The magnitude of the deformation B (solid-like) or rate of deformation
2 D (liquid-like) decides whether the linear or non-linear visco-elasticity
of the material is tested. The most important non-linear phenomena
are yielding, fracture, shear-thinning and shear-thickening.

Temporal
execution
characteristics

time

γ

γ̇

σ

Progressive: Stress relaxation
after sudden shear strain

time

Progressive: Creep after sudden
shear stress

time

Steady state: Continuous shear

time

Periodic: oscillatory shear strain

Consistency
of the sample

One distinguishes methods for liquid, viscoelastic and solid materials.

Tab. 2.1.: Parameters for classification of rheometers. See section 1.2.1 for the definition of γ, γ̇ and

σ.

ted to a transducer that measures the shear stress σ(ω, t) transmitted through the sample.

From these two quantities the complex shear viscosity η?(ω) and the complex shear modulus

G?(ω) can be calculated according to the constitutive relation (1.29). These rheometers are

frequently used in shearing mode because of their easy operation, choice of plate geometries

(parallel plates, cone-plate, couette) and direct interpretation of the data. There are no special

demands on the sample, i. e. elastic, viscoelastic and fluid materials can be tested. Moreover,

the frequency of the applied deformation can be set easily which is why this method is also

referred to as dynamic mechanical analysis. Due to their long history and mature machine-

ry we refer to such kind of traditional setups as classical rheometers. For a more detailed

description, in particular of experimental realizations in terms of driving motors, transducer
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working mechanisms and mounting of the plates, we refer to standard introductory literature

on rheology [Mac94, Fer80a].

More recently, other measurement principles utilizing particles have been introduced in order

to serve special purposes. In particle image velocimetry small particles are used to investigate

how an liquid flows in complicated geometric environments. As the particles are dragged along

with the liquid, three-dimensional flow profiles can be extracted from stereographic images of

the particle movements. By contrast, some micro-rheological methods utilizes the Brownian

motion of small particles to determine the viscosity of a quiescent liquid. As the particle

displacement is limited to a small volume it is possible to test the sample very locally.

In the present work we apply piezo-rheometry, nanoindentation and specialized micro-

rheometry using confocal microscopy for mechanical characterization. In the following we go

through the peculiarities and advantages of the first two methods while the latter one will be

discussed in detail in chapters 5 and 6.

2.2.1. Piezo-Rheometer

The schematic setup of piezo-rheometers strongly resemble that of classical oscillatory rheo-

meters. Though, excitation and detection is not realized with the help of electromotors and

optical/capacitive transducers but rather with piezoelectric actuators by means of the piezo-

electric and inverse piezo-electric effect. This has several advantages when dealing with colloids.

While used strain amplitudes for classical rheometers typically lie in the range of 10−2, piezo-

rheometers work at about 10−4. At these small strains yielding is prevented even for soft and

fragile materials which makes piezo-rheometers in particular suitable for measurements in the

linear regime. Moreover, the use of piezoelectric actuators allows for a compact design. Sam-

ple volumes can be reduced to 10µl and reduced inertia moments shift the upper frequency

limit to 1 kHz beyond which resonance effects prevent an accurate determination of the shear

modulus. At last the compactness of the rheometer also allows for a combination of rheometry

with other methods like confocal microscopy as we will discuss below (section 2.2.1)

The first piezo-rheometer was introduced by Durand and coworkers [Bar77, Cag80] in their

study on smectic liquid crystalline phases. Here small strains were essential since deformation

energies required for the formation of unwanted defects were low. Beside the above mentioned

shearing mode also squeeze flow geometries were applied. Yamamoto et al. [Yam86, Yam90]

and Martinoty et al. [Mar98, Aue06, Col03] continued the development of the piezo-rheometer

but stick to the original design that is also used in the present work. In the last decade several

other rheometers were constructed using piezo-elements to extend their applicability. Flexure

based rheometers [Cla06] can measure smaller shear moduli as well as normal forces and

torsional resonant rheometers further extend the frequency range to few 100 MHz [Wil07].

Detailed description of the home-made setup

The central elements of our piezo-rheometer are shown in the schematic setup of Fig. 2.6: two

piezo-ceramic-stacks (PICATM -Shear Piezo Actuators; PICeramic, Lederhose, Germany) were
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glued to a glass substrate on one side and a massive glass holder on the other side. Both glass

ceramics

Detection unit

Excitation unit

QD

VE

glass holder

fine thread
screw

1cm

piezo

sample
glass substrate

screw
fixation

Fig. 2.6.: Schematic view of a symmetric shear piezo-

rheometer. Used symbols are explained in the text.

holders were fixed together with screws

defining a gap between the two glass

substrate, that was filled with the sam-

ple. The gap size D could be varied bet-

ween 10µm and 1 mm with three fine

thread screws at an absolute accuracy

of better than 3µm. The following ali-

gnment procedure was applied. After fi-

xing the two glass holders the gap si-

ze was reduced until the glass substrates

touched each other. Then all three fine

thread screws were screwed in succes-

sively in order to stepwise increase the

gap between the substrate glasses. Up

to gap sizes of 50µm plate parallelism

was checked with Newton rings genera-

ted by multiple reflection from the sub-

strate glass-air-interfaces. The quality of

parallelism was estimated to be better

than 0.01 ◦. The absolute gap size was determined from the total distance of the glass holders

at the center minus the corresponding distance when the glass substrates touched each other.

At larger gap sizes parallelism of the plates was checked by measuring the distance of the glass

holders at the edges. This procedure slightly depressed the accuracy in the parallelism which

yet was good enough to exclude any significant influence on the extracted values of the shear

modulus. The dimensions of the glass substrates and the whole cell were (12x20x2)mm3 and

(55x58x100)mm3, respectively. As can be seen in Fig. 2.6 the glass substrates were larger than

the piezo-actuators and mounted asymmetrically. This allowed for microscopic imaging of the

sample inside the rheometer at a low magnifications. We used a CCD-camera (Evolutiontm

MP Color; Media Cybernetics) and imaging optics (ZOOM 70XL; Opto Sonderbedarf GmbH)

of up to 6×-magnification.

The excitation piezo actuator was electronically connected to a frequency generator (33220A,

Agilent) to apply a sinusoidal voltage VE(t) to the ceramics.

VE(t) = VEo · sin(ω · t) (2.13)

In our case the frequency f = ω/2π was varied in the range of 0.1 Hz to 1000 Hz and the

amplitude VEo was set in the range of 0.2 Vpp to 18 Vpp. According to the inverse piezo-

electric effect and the specific polarization of the ceramics this voltage is transferred to a shear
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deformation s(t) of the sample at the glass substrate according to:

s(t) = d15 · VE(t) (2.14)

The proportionality constant amounted to d15 = (3.4± 0.1) · 10−8 m/V giving absolute defor-

mations from smin = 7 nm up to smax = 600 nm.

The deformation propagated through the sample via the frequency dependent complex she-

ar modulus G?(ω). The resulting stress σ(t) at the upper glass substrate gave rise to the

generation of free charges QD(t) in the piezo actuator of the detection unit by means of the

piezo-electric effect:

QD(t) = d15 · σ(t) = d15 ·G?(ω) · s(t)
D

(2.15)

These generated charges were collected with a charge sensitive amplifier (Type 2635, Brühl &

Kjaer ) and converted into a voltage VD(t). VD(t) was recorded simultaneously with the exci-

tation voltage by an oscilloscope (DSO6044, Agilent). As the stress was directly proportional

to the voltage VD(t), the amplitude ratio and the phase difference of VE(t) and VD(t) was a

direct measure of the complex shear modulus of the sample.

In the case of low signal levels the deformation of the detection piezo could be as small as

0.2 pm and generated charges amounted to about 0.1 pC equivalent to a stress of σmin = 1 Pa. In

combination with the sample thickness D this amounts to a minimal resolvable shear modulus

of

|G?min| =
σmin

smin
·D ≈ 5 Pa/µm ·D ·A (2.16)

The empirical scaling factor A was influenced by the actual data recording and processing.

Typically we recorded VE(t) and VD(t) over ten periods (T = 2π/ω) at a sampling rate of at

least 105 points per period. The complete data set was processed via fast fourier transformation

in order to define averaged values for the shear modules. For above mentioned parameters A

amounted to approximately 0.05.

Vibrational isolation was achieved by an active anti-vibration table (T140, Table Stable

Ltd., Switzerland) while electro-magnetic isolation, intrinsic to the piezo-ceramics, was relied

upon. Our ceramics consisted of stacks of single sheets with alternating crystal orientations

and electric contacts which effectively canceled long-wavelength electro-magnetic radiation.

Additionally, cable connections to the actuators were enclosed by a metal shielding, not shown

in Fig. 2.6.

Gauging measurements

To obtain absolute values for the complex shear modulus we calibrated the rheometer with

two certified calibration fluids (DKD - Deutscher Kalibierdienst, Germany). These fluids were

supposed to behave purely as Newtonian liquids in a broad frequency range. The dynamical

viscosities η at 25 ◦C were stated at about 2 Pa s (2000AW, DKD) and 100 Pa s (100000BW,

DKD). Exemplary measurements of the frequency dependency of the loss modulus G′′ for

100000BW at three different temperatures are shown in Fig. 2.7 (a). In the double-logarithmic
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Fig. 2.7.: Calibration measurements of Newtonian liquids 2000AW and 100000BW. Graph (a) shows

the frequency dependency of the loss modulus G′′ of 100000BW at three different temperatures

together with the fit according to G′′ = 2π f η with η as the dynamic viscosity (straight lines

with a slope of 1 Pa s). In the left graph (b) the viscosity η is plotted against the temperature

for both compounds together with the calibration curves (solid lines) provided by the Deutscher

Kalibrierdienst GmbH.

plot a straight line was fitted to the loss modulus according to G′′ = 2π f η. The dynamical

viscosity η was extracted as the only fitting parameter. Measurements were repeated and

completed for other temperatures in order to compare the extracted temperature dependency

to the calibration data [Fig. 2.7 (b)]. Agreement was observed for the whole temperature range

with an uncertainty of less than 3%.

For high frequencies and low temperatures the loss modulus, G′′, deviated from the straight

line of the fit. This behavior was related to internal relaxation processes due to the polymeric

nature of the gauging liquid [Fer80a] (see also appendix B).

Temperature control

Fig. 2.8.: Temperature control of the pieoz-rheometer.

See text for details.

The gauging measurements as well as

the study of the liquid crystal-colloid

suspensions in chapter 3 the sample tem-

perature demanded for a temperature

control of the sample. Convectional hea-

ting and cooling could not been used sin-

ce any ventilation would lead to an in-

creased noise level in the rheological da-

ta. Thermal conduction is not an option

either because it implies large tempera-

ture gradients and a complex installati-

on. Therefore the whole rheometer was

placed inside a massive (100 × 100 ×
120) mm3 brass cube in order to heat

and cool the rheometer along with the
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Fig. 2.9.: Simulation of the

rheometer-cell temperature for

a given temporal temperature

profile Tw(t) of the wall according

to (2.17). A proportionality con-

stant of ασ Cc = 3.5 10−10 1/K3 s

was used.
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sample via radiation. The temperature of the brass cube itself was adjusted by four peltier

elements that were mounted to the outer walls (Fig. 2.8). Additional thermal isolation preven-

ted extensive heat exchange with the environment.

According to the Stefan-Boltzmann law for black body radiation any temperature difference

between the rheometer cell Tc and the metal walls Tw led to a net radiation power Pc that

was exchanged between the metal walls and the cell:

Pc = ασSB (T 4
w − T 4

c )

Here σSB was Stefan-Boltzmann constant and α a proportionality constant that accounted

for the specific geometry of the cell inside the walls. The heat transmitted to the cell within

a short time interval ∆t gave rise to a change in the cell temperature depending on the heat

capacity of the cell Cc:

∆Tc = ασSB Cc (T 4
w − T 4

c ) ∆t (2.17)

≈ 4ασSB Cc (Tw − Tc)T
3
c ∆t

The temperature Tw of the metal wall was assumed constant. Starting from equilibrium with

identical known temperatures, (2.17) could be numerically integrated for any temporal evo-

lution of the wall temperature Tw(t) to obtain the cell temperature Tc(t) once the effective

proportional constant ασSB Cc was found. Although substantial simplifications with respect

to black body radiation and the complex geometrical configuration of cell and brass cube were

made in this derivation, a calibration was possible (Fig. 2.9).

According to the electric control of the setup the temperature stability of the walls and in

thermal equilibrium also that of the rheometer cell was better than 0.05 K. As the thermal

mass of the rheometer cell was large and Pc only varied linearly with the temperature difference

Tw − Tc, we further estimated the homogeneity of the temperature across the sample to be

better than 0.01 K. For the same reasons however maximum cooling and heating rates are

limited to ±0.5 K/min. The accessible temperature range of 20 ◦C to 60 ◦C was sufficient for
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Fig. 2.10.: Computer rendered realistic view

of an asymmetric shear piezo-rheometer that

can be combined with the confocal microsco-

pe. The lower glass substrate is directly ac-

cessible with the objective (also shown) from

below. For better visualization part of the

supporting metal base was set transparent.

The scale bar indicate approximate size di-

mensions.

our experiments.

Combination with the confocal microscope

As it was already mentioned in preceding sections confocal microscopy and piezo-rheology

were combined in order to get simultaneous mechanical and structural information. This is

only possible for an asymmetric setup where the lower glass substrate is accessible with the

objective. A computer rendered realistic view on the rheometer cell together with the objective

is shown in Fig. 2.10. The original design in Fig. 2.6 was modified as follows. Most importantly,

the single piezo-actuator in the lower excitation unit was replaced by two actuators that

were connected in parallel to the waveform generator. Thereby, we generated free space to

reverse the excitation unit and bring it closer to the detection unit which left the two glass

substrates exposed at the bottom. In addition, confocal imaging with a 100×-oil immersion

objective required a thickness of the lower excitation glass substrate of only 170µm. In order

to maintain a certain degree of stability the substrate was enforced by a metal plate that left

only a small area accessible for the objective. Moreover, the glass from the supporting frame

was replaced by steel which allowed for an easier manufacturing and a more open architecture

of the rheometer. Invar® steel (Goodfellow GmbH, Germany) turned out to be a good choice

as it had a similarly low thermal expansion coefficient like glass.

2.2.2. Nanoindentation

In contrast to piezo-rheometry indentation experiments are especially useful for measurements

in the non-linear viscoelastic regime. Instead of the shear modules G′(ω) and G′′(ω), hardness

H and Young’s modulus E are the quantities reflecting the mechanical properties of the tested

material. While the Young’s modulus solely accounts for the elasticity, the hardness is more

difficult to define. In a nutshell it measures the mechanical resistance of the specimen against
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any deformation with an even harder material. As such the hardness has contributions of elastic

and plastic deformations. Eventually local fracture also plays a role. These varying influences

demand for further classification of the hardness in terms of the used testing procedures. One

distinguishes between scratch hardness, rebound hardness and indentation hardness. Originally

scratch hardness is a relative measure, i. e. one material A is said to to be harder than another

material B, if A can scratch B without being destroyed itself. Although this method was known

in ancient times, Only in 1812 Mohs introduced a reference scale of ten ‘standard’ materials,

including various minerals and gemstones, in order to define an approximate absolute measure

of scratch hardness [Tab54]. In rebound experiment the hardness of a material is derived

from the loss in kinetic energy of a test body as it impacts on and rebounds from the test

specimen. The energy loss is measure of the plastic deformation induced by the impact and

thus a material is considered as hard if the energy loss is small. Obviously these methods are

very specific and rather vaguely defined.

Here we focus on the indentation hardness which measures the resistance of a material

against indentation with a much harder tip. The most common methods after Brinell, Vickers,

Rockwell or Martens differ with respect to the geometry of the tip and the specific testing

procedure. The first two methods are very similar as in both cases the tip is indented into

the specimen until a predefined force acting on the tip is reached. After retraction of the tip

the remnant indent is analyzed in order to get a measure of the contact area between tip

and specimen. The hardness is defined as the applied force normalized by this contact area.

The choice of different tip geometries, i. e. sphere (Brinell) and four-sided pyramid (Vickers),

influences the results as the distribution of stresses within the specimen depends on the tip

geometry. In case of a spherical indentor (Brinnell) the stress is more uniformly distributed

compared to the four-sided pyramid used in the method after Vickers. Consequently, yielding

happens at lower applied forces which makes the method after Vickers more suitable for hard

metals. The method after Rockwell involves a sequence of indentation steps with different

loads and a well-defined timing. This temporal control of the indentation process allows for an

adjustment of the method to the visco-elasticity of sample making the method also suitable

for polymeric samples. Finally, in the method after Martens the applied loads and indentation

depths are measured continuously during the indentation process. Such an approach yields

detailed information about the plastic and elastic deformation works at the expanse of an

increased experimental effort.

What is common to all these methods is that the macroscopic properties of the sample are

tested. Deformation amplitude are large as the remnant indents can be inspected by eye. In

contrast nanoindentation experiments tests the material only very locally. Indentation depths

lie in the range of tens of nanometer to a few micrometers and thus allow for a local mechanical

characterization on a micrometer scale[Kon07]. Though, it has been shown, that the results

from above mentioned testings and nanoindention experiments are well comparable in case of

atomic matter such as metals, dielectrics, ceramics or polymers [Hay09].

For our nanoindentation experiments on colloidal films we used a TriboIndenter® TI 900

(Hysitron Inc, USA) equipped with a Berkovich diamond tip. The tip was mounted to a three
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Fig. 2.11.: (a) Schematic setup for the combination of confocal microscopy and nanoindentation. The

xyz-position of the indentor tip relative to the objective is adjusted by a micrometer translation

stage equipped with fine-thread screws. The actual indentation is controlled via the piezo-actuator.

(b) The position of the indentor can be checked by confocal imaging of the tip in reflection mode.

Depending on the tip geometry, Berkovitch or spherical, the tip appears as a triangle (shown) or

circle, respectively.

plate capacitive transducer TriboScanner� (Hysitron Inc, USA). The displacement of the tip

is measured by a change in capacitance at a noise level of 0.2 nm while the force is applied

electrostatically with a resolution of 100 nN. We chose a displacement controlled operation

for which the tip is pressed into the sample at a constant indentation rate. The depth of the

tip inside the sample as well as the normal force on the tip is recorded continuously during

the indentation and the subsequent retraction of the tip. The resulting force-depth curves are

interpreted following the method of Oliver and Pharr [Oli04] in order to determine hardness

and Young’s modulus of the specimen.

These measurements were complemented by so called ‘live indentation’ experiments in which

the indentation process was imaged with the confocal microscope described in section 2.1.

Unfortunately, a combination of the confocal microscope with the TriboIndenter® TI 900 and

thus a truely simultaneous structural and mechanical analysis was not possible. Instead, only

the indentor tip was mounted to a piezo-translation stage (Actuator PXY 200SG, Controller

ENV40, piezosystems jena GmbH, Germany) that was placed on the sample stage of the

confocal microscope. Beside to the Berkovitch indentor also a spherical indentor made from

silica (diameter: 25µm) was used (Fig. 2.11).

Theory of Oliver and Pharr

The force-depth curves were analyzed according to the theory by Oliver and Pharr [Oli04].

This method has successfully been used to extract hardness and Young’s modulus in case of

atomic systems like ceramics, metals or polymers. In the following we shortly summarize the

basic steps in this analysis.

A typical force-depth curve of a complete indentation-retraction cycle is shown in Fig. 2.12.

In analogy to the indentation methods from above the hardness H of a material is defined

as the force Pmax needed to indent the tip to the maximal depth hmax normalized by the
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projected contact area Ac of tip and sample.

H =
Pmax

Ac
(2.18)

During the retraction process the elastic deformation is recovered resulting in a force pushing

the indentor out of the specimen. This elastic recovery is free of plastic contributions and

therefore can be used to extract the Young’s modulus. The derivation is based on the theory

of elastic contacts. Using the constitutive relations in section 1.2.1 the three dimensional

distribution of deformation and stresses in an elastic half space upon indentation with a rigid

indentor tip can be calculated. On the basis of these deformation and stress fields Oliver and

Pharr showed, that the reduced Young’s Modulus Er is related to the contact area and the

contact stiffness S in a simple manner [Oli92]:

Er =

√
π S

2
√
Ac

(2.19)

The contacts stiffness is given by the slope of the force-depth curve at the beginning of the

retraction process. Usually it is determined by fitting a power-law behavior to the retraction

curve and analytically calculating the derivative at hmax:

Pret = α · (h− hf )m (2.20)

S =
dPret

dh

∣∣∣∣
h=hmax

(2.21)

Equation (2.19) was verified for various tip geometries, including spheres and flat punches

[Tim70] as well as more generally for any axisymmetric punches with an arbitrary profile

[Sne65]. Simulations showed the same relation is also appropriate for slight variations from

the axisymmetric geometry and in particular for pyramidal shapes like the Berkovitch indentor

[Kin87]. Moreover, Cheng et al. proved that also plastic yielding and strain hardening did not

Fig. 2.12.: Exemplary force-depth

curve: See the text for explanations

of used variables. After Oliver and

Pharr [Oli04].
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corrupt equation (2.19) either [Che97]. Finally, the actual Young’s modulus of the tested

material is obtained by eliminating the influence of elastic deformations of the tip (Ei, µi):

E = (1− ν2)/

(
1

Er
− 1− µ2

i

Ei

)
(2.22)

Here µ and µi denotes the Poisson ratios of sample and indentor, respectively.

Except for the contact area Ac all quantities required for the evaluation of hardness H and

Young’s modulus E can be extracted from the force-depths curve. In practice two routes are

applied to get a measure for A, microscopic imaging of the residual indent or further utilization

of the indentation curve. However, for both approaches difficulties can occur and the method of

choice depends strongly on the experimental details. The microscopic inspection is often done

with an atomic force microscope (AFM) [Cho04, Jee10]. This method can not only accurately

quantify the contact area but also reveal sink-in or pile-up behavior [Smi03]. However, the

AFM image depicts the indent after the whole indentation experiment and therefore does not

account for the elastic recovery of the material which leads to an underestimation of Ac. The

mathematical determination of Ac assumes a linear dependency of the restoring force on the

indentation depth. Therefore, the effective depth hc of the tip in the sample is given by

hc = hmax − ε
Pmax

S
(2.23)

with a geometrical factor ε. Once hc is known Ac can be calculated from geometrical conside-

ration [Hay09]. In our study a Berkovitch indentor was used:

A = 24.56h2
c (2.24)

This approach is especially suitable for smooth samples, where the indentation depth is well

described. For rough surfaces the onset of the indentation process can be altered resulting in

large errors in hmax. This is especially the case for our colloidal films. In section 5.4.2 we will

come back to this difficulty in the determination of the contact area Ac.

Beside to the hardness and Young’s modulus the total, elastic and plastic deformation works

can be used to characterize the mechanical properties of the material [Bar10, Mal02]. They

are defined by the integrals of the indentation Pind and retraction curves Pret as follows:

Wtot =

∫ hmax

0
Pind(h) dh (2.25)

Wela =

∫ hmax

0
Pret(h) dh (2.26)

Wpla = Wtot −Wela (2.27)
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2.3. Other methods

Various other methods were used for a basic characterization of particles and dispersions.

As most of them are standardized we largely refer to literature and only describe the basic

working principle, analysis procedures and used experimental instrumentation.

2.3.1. Dielectric spectroscopy [Kre03a]

Dielectric spectroscopy (DS) measures the complex dielectric function ε? that relates the elec-

tric field strength ~E to the electric displacement ~D via

~D = ε?εo ~E (2.28)

with the vacuum dielectric permittivity εo. It accounts for the presence of matter that can be

electrically polarized or conduct electric currents. The associated static macroscopic polariza-

tion

~P = εo (ε? − 1) ~E (2.29)

is microscopically composed of partial alignment of permanent dipoles, various types of induced

polarization, and motions of free charge carriers like ions or defect charges. These processes

do not only determine the static polarization ~P but also its temporal response on an time

dependent external electric field ~E(t). In case of weak electric fields below 106 V/m the linear

response theory is applied to calculate ~P(t):

~P(t) = εo

t∫
−∞

ε(t− t′) dE(t′)

dt′
dt′ (2.30)

This approach maintains causality as the polarization at time t is defined by changes of the

electric field and the dielectric function of the past ε(t− t′) with t′ ≤ t. In case of a stationary

sinusoidal disturbance ~E(ω, t) = ~Eo exp(−i ω t) with an angular frequency ω the solution to

(2.30) is given by a simple extension of (2.29):

~P(ω, t) = εo (ε?(ω)− 1) ~E(ω, t) (2.31)

Technically the frequency dependent complex dielectric function ε?(ω) = ε′(ω) − i ε′′(ω) is

obtained from ε(t) via a one-sided Fourier transform. The real part is proportional to the

energy reversibly stored in the system in each period whereas the imaginary part represents

the dissipated energy.

According to the fluctuation-dissipation theorem the dissipation ε′′(ω) is connected to the

thermally induced fluctuation of the polarization

∆P2(ω) =
1

kB T

ε′′(ω)− 1

π ω
(2.32)
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Fig. 2.13.: Real ε′ and imaginary part

ε′′ of the complex dielectric functi-

on vs. angular frequency for a Debye

relaxation process.

∆P2(ω) denotes the spectral density of the polarization fluctuations ~∆P(t) = ~P(t) − 〈~P〉N
about the mean value 〈~P〉N 7. In the Debye approximation a single relaxation time τD defines

the temporal characteristics of ~∆P(t). On shorter timescales compared to τD the induced

fluctuations maintain while at larger times they decay. In terms of ∆P2(ω) this relaxation

behavior is represented by the characteristic frequency ωD = 2π/τD that defines the rate at

which thermally induced fluctuations grow and decay. For lower and higher frequencies P2(ω)

decays to zero. The same characteristics also apply to externally induced polarizations and

ε?(ω). For slow variations of the electric field the molecular dipoles can align to the external

field and contribute to the polarization according to their density and dipole moment. At high

frequencies above ωD this alignment is no longer possible as the dipoles cannot follow the

changes in the electric field. Therefore, the average polarization due to these dipoles vanishes

and the macroscopic polarization is reduced. At the characteristic frequency ωD field induced

alignment happen at the same rate as the the thermal fluctuations leading to a maximized

energy dissipation. Using the Kramers-Kronig relation

ε′(ω) =
1

π
lim
a→0

 ω−a∫
−∞

ε′′(ξ)

ξ − ω dξ +

∞∫
ω+a

ε′′(ξ)

ξ − ω dξ

 (2.33)

the complex dielectric function can be mathematically expressed by

ε?(ω) = ε∞ +
∆ε

1 + i ω τD
(2.34)

In reality this functionality, however, is only rarely observed but can be generalized to the

Havriliak and Negami function to fit the experimental data:

ε?(ω) = ε∞ +
∆ε[

1 + (i ω τD)β
]γ (2.35)

7The notation 〈A〉N represents the ensemble average of the quantity A.
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of the relaxation process (see Fig. 2.13).

Conduction effects show a different frequency behavior. For pure electronic conduction like

in metals the complex conductivity σ(ω) = σ′ + i σ′′ = i ω εo ε(ω) is purely real and given by

the DC conductivity σo. Hence, there is no contribution to ε′(ω) and ε′′(ω) decreases linearly

with increasing frequencies. In amorphous materials conductivity is often modeled by hopping

processes of mobile charge carriers with their local polarization cloud. If the charge moves to

a new site the polarization cloud must follow this movement. Otherwise the charge is dragged

back to its original position and the current density is reduced. So not only the mobility of

the charge is relevant but also the dynamic properties of the polarization cloud. Its relaxation

again is connected to the thermal fluctuations and thus defines a characteristic time τC . For

frequencies much smaller than ωC = 1/τC σ′(ω) levels off defining σo. At high frequencies

σ′(ω) and σ′′(ω) increase with decreasing frequencies. σo and τC is determined by a fit of σ′(ω)

after Jonscher[Jon77]:

σ′(ω) = σo [1 + (ω τC)s] (2.36)

with an exponent s ∈ [0, 1].

Inhomogeneous materials like e. g. colloidal suspensions, phase separated systems or certain

liquid crystalline phases show additional polarization effects that are based on partial charge

separation at mesoscopic internal dielectric interfaces. This effect is called Maxwell-Wagner-

Sillars polarization. If the system is partially conductive the effect on the polarization can be

quite large. In a simple model the structure is described as an double layer arrangement with

individual permittivities ε′1/2 and conductivities σ′1/2. The equivalent electric circuit can be

simplified to an effective dielectric function

ε̃ ?(ω) = ε̃∞ +
∆ε̃

1 + i ω τMW
(2.37)

with

ε̃∞ =
ε′1 ε
′
2

ε′1 + ε′2
, ∆ε̃ =

ε′2 σ
′
1 + ε′1 σ

′
2

(σ′1 + σ′2)2 (ε′1 + ε′2)
and τMW = εo

ε′1 + ε′2
σ′1 + σ′2

(2.38)

Various methods have been developed to measure the complex dielectric function over a

broad frequency range of 20 decades. In the range from 10−2 Hz to 106 Hz used in this work

typically the Fourier correlation analysis is applied. A simple setup is schematically shown in

Fig. 2.14. A capacitor of known vacuum capacitance Co is filled with the material under study

and thus modifies its capacitance according to

C?(ω) = ε?(ω)Co

The capacitance is connected to the complex impedance of the capacitor via Z?(ω) = i ω C?o (ω).

Hence the dielectric function can be calculated from the frequency Fourier components U?s (ω)

and I?s (ω) of the time dependent voltage and current across the capacitor if a sinusoidal voltage
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Fig. 2.14.: experimental setup for

measurements of the complex

dielectric function. After refe-

rence [Kre03b]

U1(ω) is applied. Technically the voltage drop U2(ω) over a ohmic resistor R in series with the

capacitor is used to measure the current in the circuit:

Z?(ω) =
U?s (ω)

I?s (ω)
= R

U?1 (ω)

U?2 (ω)

2.3.2. Differential scanning calorimetry

Differential scanning calorimetry (DSC) measures the heat that is transfered to or extracted

from the sample in order to change its temperature in comparison to a reference sample. This

data is used to determine the relative specific heat capacity cp, rel under constant pressure or

latent heats involved in phase transition processes like crystallization.

The used DSC device (DSC 822, Mettler Toledo) works in the heat flux mode. Both, reference

and test sample, are placed in an oven and thermally connected to two individual temperature

sensors. While the temperature in this oven is changed at a fixed rate the temperature of both

samples is measured. From the temperature difference between both samples differences in the

heat flux can be calculated and thus allows for an determination of the relative heat capacity.

2.3.3. Dynamical light scattering of diluted colloidal suspensions [Pec85]

Dynamical light scattering (DLS) measures the time characteristics of Brownian motion in

order to determine the size and polydispersity of particles in a highly diluted suspension. A

laser beam is focused into the suspension where it is scattered at the contained particles.

At large distances from the sample the coherently scattered light is superposed and creates

an irregular interference pattern. This so called speckle pattern is strongly dependent on the

relative particle positions. As the suspended particles undergo Brownian motion the speckle

pattern changes continuously with time and so does the absolute scattered intensity I(q, t).

Here q = 4π cos(Θ)/λ denotes the absolute value of the scattering vector that is a function

of the scattering angle Θ. These temporal changes are measured in terms of the second order

autocorrelation function:

g(2)(q, τ) =
〈I(t) I(t+ τ)〉t
〈I(t)〉2
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The angle brackets 〈〉t denote averaging over all times t. The first order autocorrelation function

g(1)(q, τ) refers to the electric fields instead of the measured intensities I ∝ ~E2 and is related

to g(2)(q, τ) via the Siegert equation:

g(2)(q, τ) = B + β
[
g(1)(q, τ)

]2

For monodisperse particles and low particle concentrations g(1)(q, τ) is modeled by an expo-

nential decay

g(1)(q, τ) = exp(−Γ τ) with Γ = q2Dt (2.39)

Dt is interpreted as the translational diffusion constant of the particles that is linked to the

particle radius Rp according to equation (1.5) If the particles are moderately polydisperse

(2.39) is extended to account for a distribution of decay rates G(Γ):

g(1)(q, τ) =

∫
G(Γ) exp(−Γ t) dΓ

Several methods exist to solve this equation forG(Γ). According to the cumulant analysis[Kop72,

Fri01] g(2)(q, τ) can be developed into a series of the moments µm of G(Γ) and the average

decay rate Γ̄:

g(2)(q, τ) = B + β exp(−2 Γ̄ t)
(

1 +
µ2

2
τ2 +

µ3

6
τ3 + · · ·

)2

with µm =

∞∫
0

G(Γ) (Γ− Γ̄)m dΓ

While the average particle diameter is determined by Γ̄ in analogy to (2.39) and (1.5), σ =

µ2/Γ̄
2 is the normalized variance of G(Γ) and thus also a measure of the particle polydispersity.

The used home-made setup works at a wavelength of 532 nm and an intensity of up to

250 mW depending on particle size and concentration as well as the dielectric contrast of par-

ticles and dispersion liquid. The temperature was adjusted via a toluene bath (temperature

control by means of refrigerated and heating circulator FP30, JULABO Labortechnik GmbH,

Germany). The refractive index of toluene is well matched to the glass cuvettes containing the

suspension reducing optical artifacts due to reflection and scattering at the toluene-cuvette

interfaces. The intensity was detected with an avalanche photo diode (ALV-Laser Vertriebs-

gesellschaft, Germany) and the correlation data was calculated and recorded with an ALV-

5000/60X0 Multiple Tau Digital Correlator and ALV-Correlator software for scattering angles

between 30 ◦ and 150 ◦C.

2.3.4. Scanning electron microscope

Scanning electron microscopes (SEM) are widely used for microscopic imaging at high spatial

resolutions down to 1 nm and below. The working principle is similar to that of a LSCM.
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An focused electron beam is scanned across the sample and interacts with its atoms via a

manifold of processes. This interaction gives rise to scattering of the electron or the emission

of other electrons or photons which are quantified in order to define an equivalent “intensity”

associated to the illuminated region. Rastered on a regular grid these intensity values can be

interpreted as an 2D image of the sample. The most common imaging mode utilizes secondary

electrons that are ejected from the outer shells of the atom via inelastic scattering with the

beam electrons. As their energy is rather low (<40 eV) these electrons tend to be reabsorbed

before they can leave the sample. Only electrons emitted near the sample surface are detected

and thus map the surface topography.

The beam electrons are generated by a heated electron gun mostly made from tungsten. After

acceleration in an electric field in the range of (0.1−50) keV they are collimated and focused by

a set of electromagnetic lenses. The corresponding de-Broglie wavelengths λ are (5− 100) pm.

Following Abbe’s criterion for the distinction of two individual points d = λ/(2NA) the

above mentioned spatial resolution can be easily obtained. In reality the focusing elements

limit the size of the beam focus. Yet small numerical apertures NA are sufficient to maintain

a decent resolution of few nanometers. At the same time the depth of field is low which

allows for imaging of rough surfaces without changing the sample height. Beside to the local

electron density the image contrast is largely defined by the relative orientation of the sample

surface normal and the direction of the electron beam. As a result SEM images appear three-

dimensional although the sample is scanned only in two dimensions.

Other imaging modes are based on elastically backscattered electrons or x-rays that are

emitted if electrons from the inner shells are liberated and the vacancy is filled by electrons

from the outer shells (energy dispersive x-ray spectroscopy). These modes are sensitive to the

specific atoms and can be used to determine the chemical composition of the sample.

SEM images in the present work were recorded on a LEO Gemini 1530 with a In-Lens SE

detection system (Carl Zeiss NTS GmbH, Germany) at an electron energy of 0.5 − 5 kEV.

In case of PMMA (Poly-methyl methacrylate) particles the electron energy was reduced to

0.1 keV in order to prevent excessive beam damage.

2.3.5. Polarization optical microscopy

Polarization optical microscopy (POM) works in transmission geometry and utilizes polarized

light in order to identify and image optically anisotropic materials. Compared to conventional

wide-field microscopes two polarizers are introduced into the light path. One polarizer is

positioned before the condenser, the second one which is also called analyzer is placed before

the camera/ocular. If the principle axis of both polarizers are perpendicular to each other, light

that passed through an isotropic sample does not change its polarization and thus cannot pass

the analyzer. On the other hand, if the sample is optically anisotropic the polarization of the

light passing the sample is rotated and partially transmitted through the analyzer. The rotation

angle ∆ϕ of the beam polarization depends on the degree of anisotropy in the refractive index
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n‖ − n⊥, the thickness d of the sample and the wavelength λ of the used light.

∆ϕ = 2π
n‖ − n⊥

λ
d

We used a Olympus BX51 (Olympus Deutschland GmbH, Germany) equipped with LM-

PlanFl objectives at magnifications/NA of 50×/0.5, 20×/0.4 and 10×/0.25 (Olympus Deutsch-

land GmbH, Germany). A THMS600 heating stage and TMS94 controller (Linkam Scientific

Instruments Ltd, United Kingdom) with an additional liquid nitrogen cooling system LNP93

was integrated to dynamically control the sample temperature in the range from −30 ◦C to

100 ◦C with maximal heating and cooling rates of 20 K/min.





3. Liquid crystal based colloidal suspensions

In liquid crystal-based colloids particle-solvent interactions lead to a phase separation as the

sample is cooled below the isotropic-nematic transition temperature of the liquid crystal.

Due to the elastic interaction of the particles with the nematic director the particles are

expelled from nucleating nematic droplets and concentrate in the remaining isotropic phase.

The viscosity of the isotropic phase diverges, the particles get crowed and for a sufficiently

high initial particle content the system gets kinetically arrested into a system spanning network

structure. The kinetic arrest is accompanied by a liquid to solid transition with remarkably

high elastic modules. Moreover, the visco-elastic evolution of the sample with further cooling

continues even after the network is formed. The origin of this network rheology is currently

under debate.

In this chapter we present an extensive rheological study of the network formation using

piezo-rheology and simultaneous confocal microscopy. We start with an introduction into

solvent-mediated particle aggregation with the special emphasis on liquid crystal-related ef-

fects. After that we give an overview over previous works which relate the network rheology

with the interaction of the particles with the liquid crystalline solvent. Our results, however,

disagree with the predictions of these theories. We present a new model that ascribes the

visco-elasticity of the network to a temperature dependent plastification of the used polymeric

particles by the liquid crystal.

The greater greater part of this chapter is published in the paper ‘Viscoelastic rheology

of colloid-liquid crystal composites’ [Rot10].

3.1. Solvent mediated mechanisms of particle aggregation

Many studies on aggregation in colloidal systems utilize depletion interactions in order to in-

duce attractive inter-particle forces. The strength and shape of the effective potential can be

tuned by choosing appropriate depletion agents. Moreover, electrostatic and van der Waals

forces need to be taken into account. In these systems the dispersion liquid is neutral with

respect to the particle interactions. Though, it can be used to serve other purposes. In sol-

vent mixtures the mixing ratio can be chosen such that densities or indexes of refraction of

solvent and particles are matched. Besides, there is a class of so called solvent-mediated (SM)

interactions for which the appearance of the interaction lies in the wettability of the particles

with the dispersion liquid. The simplest case of such a mechanism happens in colloids with

steric stabilization. If the stabilization layer on the particle surface is no longer solvated, like

e. g. for octadecyl-stabilized silica particles in decahydronapthalene (DEC) below a critical



56 Liquid crystal based colloidal suspensions

temperature [Rue98, Hel81], van der Waals forces causes aggregation of the particles.

3.1.1. Particles in binary mixtures of liquids

In binary mixtures of partially miscible liquids the difference in wettability of the individual

components give rise to a variety of effects. One example is the critical Casimir effect, an

equivalent to the quantum mechanical Casimir effect [Cas48]: At compositions and tempe-

ratures close to the critical point of the mixture long-ranged composition fluctuations occur

in the single phase region. The preferred wetting of the particle by one component imposes

boundary conditions to these fluctuations that result in an attraction if two identical partic-

les approach each other and a repulsion if two particles of different wettabilities come close

[Gam09, Sch03b, Bon09]. Far off the critical point fluctuations are small and Casimir forces

can be neglected. Yet, close to the two-phase region of the mixture preferred wetting of one

component can lead to a local phase separation around the particles. If two particles come close

to each other these wetting layers can merge and form a capillary bridge. Due to the surface

tension between the liquid bridge and the surrounding phase the particles again experience an

attractive force [Bey99, Guo08, Arc05, Bau00].

Despite of completely different origins all interactions mentioned so far can be expressed

by attractive inter-particle potentials that depend primarily on the distance between two

particle. As we already discussed in chapter 1 the aggregation dynamics is mainly determined

by the strength and range of the interaction compared to the thermal energy kB T of the

particles. Strong, short-ranged interactions lead to diffusion-limited cluster aggregation and

the formation of fractal particle aggregates [Lin90b, Wit83, Mea83]. In the opposite case

of weak, long-ranged interactions attraction-limited cluster aggregation takes place and the

forming clusters are more compact [Lin90a, Pue04]. The exact shape of the potential has

a minor influence and existing models for phenomenology and rheology of the aggregation

process may also be suitable for the interactions mentioned above.

Other particle-solvent interactions do not necessarily induce attractive forces between par-

ticles but nevertheless lead to aggregation of the particles and a kinetic arrest of the colloid. In

the phase separated state of a binary mixture nano- or micrometer-sized particles can behave

similarly to surfactant molecules and stabilize the interface between both phase [Pic07, Bin02].

If particles attach to the liquid-liquid interfaces the effective surface tension between both li-

quids is reduced. The corresponding gain in free energy per particle

∆G = π R2
p γs(1− | cos(θ)|)2

scales with the surface tension γs between both liquids, Rp the radius of the particle and θ

the three phase liquid-liquid-colloid contact angle [Cle07, But06a]. Even for partially miscible

liquids with weak surface tensions ∆G largely exceeds the thermal energy of the particles and

permanently bind the particle to the liquid-liquid interface.

At carefully chosen relative amounts of particles and liquids and appropriate mixing pro-

cedures all internal interfaces are occupied by the particles. In most cases one phase forms
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Fig. 3.1.: (a) Exemplary phase diagram of a binary mixture of liquids A and B with added solid

particles. (b) Upon cooling at the critical volume fraction ϕcrit of liquid A or for deep quenches

below the spinodal for an asymmetric composition ϕinit a spinodal decomposition takes place. Image

taken from ref. [Her07] (c) At slower cooling rates droplets of with a majority phase of A or B nucleate

and grow while passing through the coexistence region in (a). Images taken from ref. [Cle07]

droplets that are dispersed in the other continuous phase [Zen06]. This so called Pickering

emulsion is stable against macroscopic demixing on long timescales [Pic07, Sac07] which ma-

kes them valuable for a large variety of industrial applications and products such as crude oil

extraction or cosmetic products. The stability of the emulsion is closely related to its mecha-

nical properties. As the particles are bound to the interface, they hinder coalescence of the

droplets [Tam94]. Several parameters affect the probability for coalescence. Besides to mate-

rial properties such as particle radii, contact angles and viscosities of either phase, structural

parameters like the coverage of the droplets with particles and the size of the droplets are

relevant [Tor07, Tar04, Bin00]. Of course, interactions between the particles also play a role

[Zen06].

Various preparation routes for such stabilized emulsions have been tested. Beside to crude

mixing via stirring or ultrasonication temperature induced phase separation from the single

phase region is also a viable option [Thi10, Cle07, Her07]. Assuming an upper critical solution

temperature (UCST) like in Fig. 3.1 (a) the initial composition ϕinit and cooling procedures

determine the kinetics and structural evolution of the phase separation. Moderate cooling at

the critical composition ϕcrit or deep quenches below the spinodal e. g. to the temperature Tsep

result in a diffusion driven homogeneous phase separation of both liquid. During this so called

spinodal decomposition density fluctuations lead to small domains of separated phases that

undergo a self-similar coarsening in course of time. The dispersed particles, however, attach

to the forming interfaces preventing a complete phase separation due to a kinetic arrest of the

particles at the interface and the increasing viscosity of the particle-laden phase [Cle07, Her07].

The resulting structure is reminiscent of a continuous irregular network [Fig. 3.1 (b)]. On the

other side, more shallow temperature quenches below the binodal give rise to a nucleation

of spherical droplets and a structure similar to pickering emulsions like in Fig. 3.1 (c) [Thi10,

Cle07].

The dynamics of these phase separation scenarios cannot be described purely by hydro-
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dynamic flow as it is the case in binary mixtures without particles. Tanaka et al. [Tan00]

proposed a new model of visco-elastic phase separation in dynamically asymmetric mixtures.

The particle-free and particle-rich phases as well as the interface have vastly different relaxati-

on rates and their delicate interplay defines the morphological and rheological evolution of the

system. Hence, such kind of phase separating systems open up new possibilities for the study

of the correlation between structure and rheology of arrested colloids. Though, most studies

were devoted solely to the structural properties, partially because of unwanted side effects.

The phase separated domains have different densities and buoyancy can lead to a gradual

coarsening and macroscopic phase separation of the system. Furthermore, gradual changes

in the chemical composition in course of the phase separation and therewith varying wetting

properties complicate the modeling.

We chose to study an experimentally more convenient model system. In liquid crystal based

colloidal suspensions a similar phase separation process occurs. When the liquid crystal transi-

tions from the isotropic phase to the nematic phase, the particles remain in the isotropic phase

while the nematic phase is virtually free of particles [Mee00, Ull09]. Since both phases are che-

mically identical, surface tension and differences in density and wettability of the particles are

small compared to binary mixtures and the above mentioned drawbacks are neutralized. For

the same reason other interactions are responsible for the preferred dispersion of the particles

in the isotropic phase.

3.1.2. Particle interactions in liquid crystals

Before going into detail about the special case of interactions with particles we give a short

general introduction into liquid crystals (LC). As already indicated by the contradictory na-

ming, LCs denote a special class of phases that are intermediate to liquid and crystalline phase.

Molecules that form LCs, also called mesogenes, neither are fully disordered like in liquid nor

do they show the full orientational and three dimensional translational ordering of crystals.

They rather exhibit selected ordering phenomena. Various combinations of ordering properties

are possible and define a large family of liquid crystalline phases that are often also called me-

sophases. Transitions between different mesophases occur either by variation of temperature

(thermotropic LCs) or a combination of temperature and composition (lyotropic LCs). Before

going into detail about the special case of interactions with particles we give a short general

introduction into liquid crystals (LC). As already indicated by the contradictory naming, LCs

denote a special class of phases that are intermediate to liquid and crystalline phase. Molecules

in LCs, also called mesogenes, neither are not fully disordered like in liquid nor do they show

the full orientational and three dimensional translational ordering of crystals. They rather

exhibit selected ordering phenomena. Various combinations of ordering properties are possible

and define a large family of liquid crystalline phases that are often also called mesophases.

Transitions between different LCs occur either by variation of temperature (thermotropic LC)

or a combination of temperature and composition (lyotropic LC).

In the present work we focus on the thermotropic nematic phase that is often formed by
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rod-like mesogenes. Nematic LCs have no translational order but show an average alignment

along a preferred axis (Fig. 3.2). This axis is denoted as the nematic director n̂ and the degree

Fig. 3.2.: The isotropic shows no translational or

orientation ordering while the molecules in the

nematic LC phase are on average aligned along

the nematic director n̂

of alignment is given by

S =
1

2
〈3 cos2(θ)− 1〉N (3.1)

The angle brackets 〈〉N denote the ensem-

ble average and θ is the angle enclosed by

of the long axis of the mesogenes and the

nematic director. The transition from the

isotropic phase (S = 0) to the nematic pha-

se (S 6= 0) is induced by cooling the system

below the transition temperature T ?. Abo-

ve this temperature entropy forces the me-

sogenes to equally occupy all orientational

states. With decreasing temperatures, ho-

wever, the entropic contribution decreases with respect to the molecular interactions and it

becomes energetically favorable to transition into the ordered state. This transition is of weak

first order as it involves a latent heat which is, however, much smaller compared to common

phase transitions such as crystallization.

Due to the missing translational order nematic LCs have similar flow properties like ordinary

liquids. However, the presence of orientational order induces a certain degree of elasticity. Any

splay, twist or bending deformation will cost energy. In a first order approximation this energy

can be estimated by

E =
1

2
K1

(
~∇ · n̂

)2
+

1

2
K2

[
n̂ ·
(
~∇× n̂

)]2

+
1

2
K3

[
n̂×

(
~∇× n̂

)]2
(3.2)

K1, K2 and K3 are called Frank elastic constants and are often combined to a single parameter

KF . Due to the translational disorder the mesogenes can rearrange in order to relax the

induced stress. Though, such a relaxation process is not possible if the mesogenes are anchored

at solid boundaries in the system. Anchoring means that depending on relative topological

and chemical compatibility the mesogenes have a preferred orientation at solid surfaces. This

orientation can be planar or homeotropic (perpendicular to the surface) and its strength is

quantified by the so called anchoring energy W [Fig. 3.3 (a)].

These two energetic contributions of Frank elasticity and surface anchoring give rise to

new interaction mechanisms in colloids with a solvent phase that features mesophases [Sta01,

Pou97]. In the presence of an particle with radius Rp the anchoring energy scales with the

particle surface Eanc ∝W R2
p and the elastic energy is given by Eela ∝ KF Rp. Hence, the quan-

tity W Rp/KF measures the relative strength of both energies and can be used to distinguish

between the following cases. In the case of strong anchoring W R/KF � 1 the particle stron-
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Fig. 3.3.: (a) Planar (top) and homeotropic (bottom) anchoring of mesogenes at a solid surface. In the

nematic phase the ordering extends further into the volume. (b) The lines denote the local orientation

of the nematic director in the vicinity of a particle of radius Rp. In case of strong homeotropic surface

anchoring dipole or satellite defects (the latter is shown in the image) are formed. b) Weak anchoring

does not induce defects but rather leads to a long-ranged distortion of the nematic director field.

Images after reference [Sta01]

gly influences the orientation of adjacent mesogenic molecules. If the bulk phase is isotropic

the particle locally align the molecules which can lead to the formation of a nematic bridge if

two particles approach close to each other. This bridge in turn generates an attractive force

between the particles [Sta04]. This phenomena is purely based on the elastic properties of

the director field. A capillary interaction is suppressed as the interfacial tension between the

nematic and isotropic phases is γs,NI = 10−5 N/m that is 103 to 102 times smaller than for

other liquid-liquid interfaces.

In a nematic matrix particles with strong anchoring generate topological defects as the

nematic director around the particle is incompatible with the director at larger distances

[Fig. 3.3 (b)]. These defects effectively increase the energy of the system. The contribution of

each particle can be approximated by

Estrong
elas ≈ 10KF R [And00a]. (3.3)

It is energetically favorable if particles ’share‘ defects. Therefore such particles tend to form

strings and even stable 2D and 3D crystalline arrangements have been observed [Jea00, Mus06].

In the case of weak anchoring W R/KF � 1 no effects are expected in the isotropic phase.

In the nematic phase the surface anchoring is too weak to generate defects but the nematic

director is distorted even far away from the particles [Fig. 3.3 (c)]. The stored energy in this

deformation amounts to

Eweak
elas ≈ 0.2W 2R3/KF [And00a]. (3.4)

The system reaches an energetically favorable state if the particles can be expelled from the

nematic phase.

When going through the isotropic-nematic phase transition this interaction leads to a par-

ticle enrichment in the isotropic phase (Fig. 3.4). The phenomenology of this process resembles

that of the nucleation and growth-type phase separation in binary liquids like in Fig. 3.1 (c).
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(a) (b) (c)

particles isotropic LC nematic LC

Fig. 3.4.: Schematic representation of the phase separation in LC-colloidal suspensions. Upon cooling

from the mixed isotropic state (a) through the isotropic nematic transition nematic droplets nucleate

and expel the particles from their volume (b). As the droplets grow the particles are concentrated

in the remaining isotropic phase forming a network structure (c). After reference [Mee00].

In the initial state the particles form a stable suspension in the isotropic phase. As soon as

the isotropic-nematic transition takes place nematic droplets nucleate and expel the particles

from their volume. Upon further cooling these droplets grow and the particle concentration in

the isotropic phase increases until the particles are highly compacted forming the walls of a

cellular network.

This kind of network formation was first described by Meeker et al. [Mee00] in a suspension

of sterically stabilized PMMA particles (Appendix C) in 4 pentyl-4’-cyanobiphenyl (5CB).

Beside to the characteristic network structure they found strong changes in the mechanical

properties of the sample. Starting with a liquid suspension in the isotropic state the forming

network turned colloid from a visco-elastic material to an almost purely elastic solid at 20 ◦C.

The shear modules were in the order of 105 Pa and the structure easily supported its own

weight.

3.2. Previous Works

Poon, Terentjev and coworkers[Mee00, And00b] were the first to propose a theoretical model

of the phase separation in colloidal-LC suspensions. Based on the experimental observation

that the isotropic-nematic transition temperature in the suspension was reduced compared to

the pure LC the free energy of the system was formulated. The phase diagram was calculated

and the driving forces of the phase separation were identified. Furthermore they developed a

rheological model that relied on the nematic frustration of the LC in the network walls due to

the closed packing of the particles[And00a]. In the following several studies by Vollmer, Hinze

and Poon complemented the experimental picture with confocal microscopy, DSC and nuclear

magnetic resonance (NMR) [Cle04b, Cle04a]. The results suggested that a third low molecular

component was present in the system which affects the phase separation kinetics and more

importantly challenged the prior rheological description[Vol04, Vol05]. In the following we go

through the essential steps and findings of these previous works and formulate open questions.
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3.2.1. Theoretical modeling and phase diagram

The starting point of the theoretical modeling was the experimental observation, that the

isotropic-nematic transition temperature TNI of the LC-colloidal suspension was reduced com-

pared to T ? for the pure LC:

TNI = T ? (1− αϕ) ≈ T ?
(

1− ξ2

R2
ϕ

)
. (3.5)

Terentjev and coworkers[Mee00, And00b] ascribed this effect to the bare presence of the partic-

les and their anchoring interaction with the mesogenic molecules. Accordingly, they identified

the fitting parameter α with the particle radius Rp and the correlation length ξ of the nematic

director8. In the next step TNI was used to replace the transition temperature T ? of the pure

LC in the phenomenological Landau-type formulation of the nematic contribution to the free

energy of the system:

Fn = 1
2 Ao [T − TNI(ϕ)]S2 − 1

3 B S
3 + 1

4 C S
4 (3.6)

As described above S denotes the scalar nematic order parameter and Ao, B, and C are

LC specific material constants. Minimizing expression (3.6) with respect to S yielded the

equilibrium order parameter of the mixed nematic phase in dependency on the particle volume

fraction ϕ:

S =
B

2C

(
1 +

√
1 +

4Ao T ?C

B2
(1− T/T ? − αϕ)

)
(3.7)

Finally the free energy F of the system was completed by the universal mixing free energy of

particles with hard sphere behavior according to Carnaham and Starling [Car69]

Fs =
kB T

4/3π R3


ϕ ln(ϕ) + ϕ2 4− 3ϕ

(1− ϕ)2
ϕ ≤ 0.52, liquid

1.79ϕ+ 3ϕ ln

(
ϕ

1− ϕ/0.52

)
ϕ > 0.52, solid

. (3.8)

The total free energy F = Fn + Fs is depicted in Fig. 3.5 (a) as a function of ϕ for various

temperatures. Above a temperature of

T = T ?
(

1 +
B2

4Ao T ?C

)
≈ 1.003T ? (3.9)

the suspension is isotropic at Q = 0 and Fn vanishes for any particle concentration. Due to

the fully convex shape of the Fs(ϕ) no phase separation can occur as expected for particles

with pure hard sphere interaction. With decreasing temperatures Fn becomes increasingly

important and dominates the free energy at the lower concentrations. The absolute values

of Fn in Fig. 3.5 needed to be depressed by a factor of 10−3 in order to be able to resolve

8The correlation length measures the extension of the long-range orientational order in the nematic phase.
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Fig. 3.5.: (a) Free energy F of the LC-colloidal suspension in dependency of particle volume fraction ϕ

for various reduced temperatures τred = T/T ? according to equations (3.6) to (3.8): The contribution

Fn is depressed by a factor of 10−3 for better visualization. (b) Upon cooling the suspension at a

fixed composition below the spinodal line (dashed line), phase separation to the equilibrium volume

fractions ϕI and ϕN takes place. For sufficiently deep cooling the particle-rich isotropic phase solidifies

while passing from the isotropic liquid state (IL) to the isotropic solid state (IS). Reproduced from

reference [And00b]. See text for further explanations.

Fs and Fn in the same graph. The convex shape of the nematic contribution Fn causes an

instability of the system and favors phase separation into a particle-poor nematic phase (N)

and a particle-rich isotropic phase (I).

The complete phase diagram [Fig. 3.5 (b)] was calculated from the total free energy using the

standard criteria for phase stability. The binodals (solid lines in the graph) describe the phase

boundaries between the single phases and the coexistence regions of isotropic and nematic

phases (I+N). At a given temperature the chemical potentials of solvent and particles must

be equal for both phases resulting in equilibrium particle volume fractions ϕI and ϕN

µLC(ϕI) = µLC(ϕN) (3.10a)

µcoll(ϕI) = µcoll(ϕN) (3.10b)

The chemical potential is defined by

µζ =
∂F

∂Nζ
(3.11)

with ζ denoting one of the constituent species and Nζ their respective occurrence.9 In the

coexistence region the suspension is in a metastable state. The phase separated state is ener-

getically favorable but an energy barrier has to be overcome. Below the spinodal (dashed line)

the suspension is absolutely unstable and phase separation into two phases with the volume

fractions ϕI and ϕN takes place. Its location (ϕs, Ts) in the phase diagram is given by the

9The definition of the chemical potential via the free energy requires a fixed sample volume. For the small
temperature intervals involved in the phase separation process and thus rather small thermal expansion of the
sample this is a reasonable approximation.
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condition

∂2F

∂ϕ2

∣∣∣∣
T=To
ϕ=ϕo

= 0 (3.12)

In the phase diagram of Fig. 3.5 (b) the same scaling factor for the nematic contribution was

applied like for the illustration for the total free energy. If the correct scaling was used the

nematic phase N would narrow and could not be resolved. At the same time the binodal to

the coexistence region would look much more box-like with a much more shallow slope for

the lower volume fractions and a steeper drop towards the high volume fractions (light gray

lines). Hence, ϕN is almost zero, i. e. the nematic phase is virtually free of particles while the

isotropic phase reaches high particle densities already for shallow cooling below the isotropic-

nematic transition. As already discussed in the introduction the maximal volume fraction in

the isotropic phase is limited, either by a crystallization process or kinetic arrest in the glassy

state. Both scenarios are possible and we do not distinguish between both phase but uniformly

denote them by (S) for solid.

3.2.2. Phase separation process

The phase separation process and network formation were investigated via confocal microscopy

[And00b, Cle04b, Vol05] and is exemplary shown in Fig. 3.6 for a cooling process at a particle

concentration of 13 %. Upon cooling the suspension below the isotropic-nematic transition

temperature spherical nematic droplets nucleated in the free volume and dragged the particles

along with the nematic-isotropic interface. The heterogeneous distribution of the droplets gave

rise to a large spatial variation in the local particle concentration which is reflected in different

fluorescence intensity levels in the confocal images. With decreasing temperatures the volume

fraction of the nematic phase increased and neighboring droplets eventually coalesced. The

enrichment of particles in the isotropic liquid phase (IL) led to a strong increase in viscosity

that finally ended in the kinetic arrest of the particles (IS) [Fig. 3.5 (b)]. It is remarkable that

this whole process took place within a temperature range of only 0.5 K.

Although a complete phase separation was energetically favorable, structural relaxations

were strongly suppressed and the system remained in the metastable network state. Further

cooling resulted only in slight changes of the structure. However, these processes were hard

to identify as the birefringence of the nematic droplets and the general mismatch in refractive

indexes limited the resolution of the confocal images. For the same reason no detailed infor-

mation about the conformation of the particles in the walls could be obtained even if larger

particles were used like in image (III) Fig. 3.9 (b).

3.2.3. Rheological properties

As already mentioned above, the network exhibited remarkable mechanical properties. Being

of wax-like consistency at 20 ◦C it easily supported its own weight. At these temperatures

the sample behaved purely elastic in the linear rheological regime and yielded at stresses
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Fig. 3.6.: Confocal xy-images of the phase separation process in a colloidal suspension of PMMA

particles at a concentration of 13 wt% in 5CB (Sample PHSA2-13 in Tab. 3.1). The particles were

labeled with a fluorescent dye and are colored yellow while the isotropic and nematic LC phases do

not contribute to the fluorescence signal. The images were obtained 30µm above the cover glass with

the home-made confocal microscopy described in section 2.1. The results are in good agreement with

previous publications [And00b, Cle04b, Vol05].

in the order of 1 kPa with a square root dependency on the initial particle concentration

[Mee00, And00a].

The complete temperature dependent mechanical response in terms of shear modules at a

sampling frequency of 50 Hz is shown in Fig. 3.7. In the isotropic phase 1© the suspension be-

haved liquid-like with the loss modulus G′′ largely exceeding G′. Passing the isotropic-nematic

transition at about 33.5 ◦C both modules increased by more than two orders of magnitude wi-

thin the first 1 K. Upon further cooling beyond this regime 2© the evolution of the mechanical

properties with temperature leveled off, but did not end. G′ and G′′ developed simultaneously

rendering the highly visco-elastic regime 3© until both modules split apart and the mechanical

evolution gradually ceased. In this low temperature regime 4© the sample became highly elastic

with a storage modulus G′ of up to 106 Pa at 20 ◦C. The interplay between G′ and G′′ is also
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displayed by the loss angle ψ = arctan(G′′/G′). The general trend from a viscous fluid to an

elastic solid in course of cooling is reflected in the decrease of the loss angle from more than

80 ◦ to about 10 ◦. The above mentioned visco-elastic regime 3© was expressed by a shallow

maximum at intermediate temperatures. For this particular example the loss maximum does

not reach 45 ◦, i. e. there are no real crossing points of G′ and G′′ in this regime 3©. Yet, we

will show other samples with a more pronounced visco-elasticity and a maximum loss angle of

up to 55 ◦.

Terentjev et al. argued that the interaction of the particles with the mesogenic molecules

determines the mechanical properties of the network as soon as it was formed, i. e. 1 K below

TNI [Mee00, And00a]. However, it is not the elastic distortion of the nematic director due to

the presence of the particles that cause such high modules. Following equation (3.3), even in

the most disadvantageous situation of homogeneously distributed particles with strong surface

anchoring the energy density only amounted to

Esys
elas =

φ

4/3π R3
p

· 10KF Rp ≈ 60 Pa . (3.13)

Any grouping of particles would further reduce this energy. Instead they proposed that meso-

genic molecules located in the network walls experiences strong constraints induced by their

anchoring to the particle surface. They can not transition to the nematic phase but instead

are forced to the isotropic phase on expense of an increase of the energy density in the order

of:

∆fn ≈ (Ao T
?)2

4C

1− τred

τred
≈ 107 (1− τred) J/m3 (3.14)

Indeed NMR-measurements showed that there is a large amount of isotropic material located

in the network wall even 15 K below TNI [Vol04, Vol05]. Assuming an average thickness dnet

of the network wall the expression γs ≈ dnet ∆fn can be interpreted as an interfacial tension

of the wall and the nematic droplets. Any deformation of the network structure enlarges the

interface and thus also the energy of the system. If the deformation is small the energy can be
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Fig. 3.7.: Temperature dependence of

storage G′ and loss modules G′′ (left

axis) at 50 Hz in course of the net-

work formation. The right axis gives

the scaling for the loss angle ψ =

arctan(G′′/G′). Due to resolution limits

the values for G′ and ϕ above 33.5 ◦C

cannot be resolved. The rheological da-

ta is taken from the identical sample as

the confocal images shown in Fig. 3.6.
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recovered giving rise to a temperature dependent contribution to the shear storage modulus.

A second effect was also taken into account. If two particles are in contact they create a so

called depletion gap that is devoid of mesogenic molecules. In the densely packed network walls

the number of particle contacts is high and so the surface area covered with the mesogenic liquid

is reduced compared to the homogeneous mixture. However, when the network is deformed

the number of particle contacts drops down again. The surface coverage increases and so does

the surface energy that is proportional to the surface tension γs,o between particle surface

and mesogenic liquid. This effect also generates a restoring force. Following reference [And00a]

both contributions to the storage modulus amount to:

G′ ≈ (1− φc)
(Ao T

?)2 (1− τred)

4C τred
φ+

β γs,o aφc
R2
p

(3.15)

≈ [106 (1− τred)φ+ 105] Pa

Here φc = 0.64 denotes the particle concentration at random closed packing and a ≈ 1 nm the

size of the mesogenic molecule. This theoretical estimate is not far off the experimental values.

3.2.4. Testing of the model and open problems

Although the essential features of the phase separation could be explained more recent ex-

perimental observations challenged this first model description. The particle radius critically

influences the anchoring strength of the mesogenic molecules and thus enters in all formulas

of the model, either directly like in equation (3.5) for TNI and the depletion gap interaction in

(3.15) or indirectly in the energy cost of the locally melted nematic phase in the network walls.

Here one has to consider that the interstice between the closed-packed particles in the net-

work walls widens with increasing Rp. Eventually this space becomes larger than the nematic

correlation length ξ and a transition into the nematic state is no longer hindered. Assuming

a typical correlation length of 10 nm [And00b] this requirement is already fulfilled for rather

small particles:

dInt = 2

(
2

3

√
4R2

p −R2
p −Rp

)
≥ ξ

⇒ Rp ≥ 32 nm

Fig. 3.8.: Size of

the interstice in

closed-packed

spheres

In any case increasing particle radii cause a reduction in G′. Different experimental results

either supported this prediction [Pet01] or challenged it [Vol05] showing no clear dependency

at all. In the latter study no influence of the particle radius on the TNI was found either. In

general, for a given particle volume fraction of 10 %vol the observed transition temperatures

for particle radii in the range of 120 nm and 780 nm were consistently 2 K smaller than that for

pure 5CB. Using the approximation in equation (3.5) the corresponding values for ξ doubtfully

lie in the broad range of 10 nm and 62 nm. Hence, it is questionable whether the particles

themselves are responsible for the reduction in TNI.

Further questions arise if the observed phase separation kinetics is compared to the predic-
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tions of the phase diagram. The theoretical model states that the isotropic-nematic transitions

happens below the spinodal in Fig. 3.5 (b). However, the typical continuous phase separation

like in Fig. 3.1 (b) was not observed even for the highest cooling rates of 30 K/min. Vice versa,

a nucleation and growth-like phenomenology suggests that the phase separations sets in when

passing the binodal line. Balancing the energy gain for the formation of a nematic nucleus and

the energy cost for increasing its surface during the growth the minimal size of the nucleus is

given by

rmin = −2γs,NI
∆Fn

(3.16)

Taking into account that the interfacial tension γs,NI is very small and there is lots of free

space between the particles in the initial isotropic suspension this criterion should not hinder

the phase transition [Vol04]. So the phase diagram in Fig. 3.1 (b) rather predicts the nucleation

of nematic droplets at temperatures close to that of the pure LC as it is also observed in the

experiments.

Poon et al. [Cle04a] and Vollmer et al. [Vol05] suggested that in addition to colloids and

LC a third low molecular impurity is present in the sample. Mixtures of LC and various types

of solutes such as alkanes [Owe80] or more spherical molecules [Mar76] have been extensively

investigated and behaved according to the phase diagram shown in Fig. 3.9 (a). With addition

of the solutes the weakly first order isotropic-nematic transition of the pure LC converts into

an extended coexistence region of isotropic and nematic phases that widens with increasing

amount of solutes. Cooling the system at a fixed solute concentration into this coexistence

region immediately causes the nucleation of small nematic droplets that are in coexistence

with the isotropic phase and only grow with further cooling [red arrow 1© in Fig. 3.9 (a)]. The

phenomenology of this phase separation strongly resembles that of the LC-colloidal mixtures

[Cle04a]. Though, the molecular solutes are more efficient as the required volume fraction

for a fixed reduction of TNI is about 10 times lower than for the particles [Vol05]. Possible

candidates for such an impurity are short alkane chains like hexane or heptane that enter the

particles during synthesis and storage [Kle03]. Although the particles are dried intensively

before suspending them in 5CB, a small amount of alkane can remain in the particles and is

slowly released into the suspension [Ceb83].

Clearly, an exact theoretical modeling of three component system of LC, particles and al-

kanes is even more complicated and we want to restrict ourselves to the phenomenological

picture of the phase separation. Fortunately, the schematic phase diagram in Fig. 3.9 (a) has

a certain degree of universality and applies for initial compositions up to 10 % [Mar76]. The

occurrence of a nucleation and growth-like phase separation is not only properly predicted for

the discussed cooling process 1© but also during the evaporation of the low molecular solutes

in course of time indicated by the blue arrow 2©. This process is depicted in the confocal

images of Fig. 3.9 (b) for a suspension of PS-SiO2 core-shell particles [Appendix C) in N-(p-

methoxybenzylidene)-p-butylaniline (MBBA 98 %, Sigma-Aldrich Chemie GmbH, Germany)

with small amounts of tetrachlorethylene (TCE 99 + %, Sigma-Aldrich Chemie GmbH, Ger-
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Fig. 3.9.: (a) Schematic phase diagram of a mixture of LC with additional small amounts of miscible

contaminant. For the pure LC the isotropic-nematic transition is a weakly first order transition that

happens at a single temperature TNI. In the presence of low molecular solutes a coexistence region of

isotropic and nematic phases opens enclosed by two binodal up that widens with increasing volume

fraction of the solute. b) Confocal images of the phase separation induced by evaporation of the low

molecular solute at a constant temperature represented by arrow 2© in the phase diagram of part

(a). The images (i), (ii) and (iii) correspond to the isotropic, isotropic-nematic coexistence and phase

separated domains. The process resembles that of Fig. 3.6 that was induced by an experimentally

easier controllable cooling the sample (red arrow 1©).

many). As TCE evaporated over time the transition temperature TNI of the mixture rose and

the system entered the coexistence region. Just like for the cooling process nematic droplets

nucleated and pushed the particles in the isotropic phase. In the end of the phase transition

the suspension was phase separated into a cellular network [Fig. 3.9 (b)].

Beside to the phenomenology of the phase separation the coexistence region has also a large

impact on the actual motion of the particles. Although a phase separation is energetically

favorable the particles need to be moved by the isotropic-nematic interface. Taking into account

surface anchoring, viscous drag and surface tension, the interface velocity must be smaller than

a critical value of vcrit ≈ 1 mm/s [Vol04, Wes02]. Though, the nematic front in pure 5CB can

move with velocities as high as vpure 5CB
NI ≈ 1 cm/s [Cle04a], a value that is largely defined by

supercooling T −T ? of the isotropic phase. In the colloidal suspension with additional alkanes

the coexistence of isotropic and nematic phases is thermodynamically stable and therefore

rather the cooling rate defines the velocity of the interface. In this case even the highest rates

of 30 K/min correspond to velocities of less than 10µm/s. Therefore, the phase separation

process is very efficient and no particles get caught in the nematic phase.

In summary, the phase behavior and the phenomenology of the network formation is re-

asonably well understood whereas the rheology of the network still poses lots of questions.

Are the interactions of the mesogenic molecules with the particles in the network responsible

for the large shear modules? In how far do particle properties and the network morphology

influence the mechanical properties? What is the origin of the highly visco-elastic behavior at

intermediate temperatures?

Beside to the formulation of an appropriate mechanical model problems with the experimen-

tal measurements need to be solved. Vollmer et al. reported artifacts and low reproducibility
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Sample
name

Content
PMMA
(% wt)

Stabilizer
Radius
(nm)

Density
(g/cm3)

PHSA1-05
PHSA1-10
PHSA2-13
PHSA3-10
PHSA4-10

5
10
13
10
10

poly
(12-hydroxy)
-stearic acid

[Bos02]

460
±15

190± 10
220± 5
90± 10

1.189
±0.001

PDMS-05

PDMS-10

5

10

Methacryl-
oxypropyl-
terminated

PDMS [Kle03]

380
±20

1.187
±0.001

Tab. 3.1.: Particle parameters: Radii and standard deviations were determined by SEM on the basis

of 50 particles. Both, radii and densities were comparable for the two types of colloids.

of the temperature dependent shear modules when the applied shear strain or frequency was

too high [Vol05]. During its formation the network is prone to structural changes that may

alter the mechanical response at lower temperatures. In the present work these difficulties

were avoided by using the piezo-rheometer instead of a classical rheometer. As described in

section 2.2.1 the applied strains were much smaller to assure that the mechanical testing was

done in the linear visco-elastic regime. The accurate temperature control and homogeneous

temperature profile across the sample further guaranteed reproducibility. Moreover, we exten-

ded our measurements to the full frequency response in order to get further insight into the

visco-elastic nature of the network.

We proceed as follows: After a short note on the preparation techniques and used sample

in sections 3.3 we continue with an detailed rheological analysis of the network formation and

its evolution in terms of the regimes 2© to 4© in Fig. 3.7 (sections 3.4 to 3.6). In particular

we focus on the correlation of structural and mechanical characteristics during the network

formation, the influence of various parameters like cooling rates as well as the time and fre-

quency dependency of the mechanical properties. Section 3.7 emphasizes on the influence of

the particle properties. We show that swelling and partial dissolution of the particles needs to

be considered. Finally we reiterate experimental key results and give an interpretation in the

framework of a new mechanical model (section 3.8).

3.3. Preparation techniques

Two types of PMMA particles were used in this work (appendix C). The main difference

lay in the steric stabilization that was either chemically grafted poly(12-hydroxy-stearic acid)

(PHSA) [Bos02] or methacryloxypropyl-terminated poly(dimethylsiloxane) (PDMS, MW =

50 kg/mol)[Kle03]. In order to study solely the influence of the stabilization agent, particles
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Fig. 3.10.: Correlation of mechanical and structural properties during network formation: a) The

steady increase of both shear modules (G′: filled symbols, G′′: open symbols) and the changes in

visco-elastic behavior are reflected in the confocal images of b). For easier comparison a selection of

the confocal images from Fig. 3.6 were reproduced. See text for a detailed discussion.

of comparable radius were used. Besides, we varied the radii of the PHSA-stabilized particles

to test the unclear previous results. Radii were determined by SEM images and the densities

were measured using a density gradient column [Lin37] (Tab. 3.1).

The preparation procedure for the suspensions was adapted from the previous studies. After

drying the particles in a vacuum oven at 50 ◦C and 1 mbar for several days, mixtures with

5CB (Chemos GmbH, Germany) were prepared at the desired PMMA weight fraction. The

suspensions were stored in the isotropic phase and continuously stirred for at least one week

before use in rheometric measurements.

The suspension was filled into the gap of the rheometer cell via capillary forces. The gap was

varied in a range of 50µm to 1000µm. In order to prevent any phase separation during this

filling procedure the rheometer cell was preheated to a temperature of 45 ◦C. After equilibration

for 15 min in the temperature control box (section 2.2.1) the cooling process was started.

3.4. Phase separation: From a fluid suspension to an arrested state

- Regime 2©
3.4.1. Correlation of the structural and mechanical evolution

Up to now the mechanical and structural evolution was recorded in separate experiments.

Different preparation techniques, uncertainties in the absolute temperatures and problems

with reproducibility in the rheological measurements hindered an accurate correlation of both

characteristics during the initial phase of the network formation. We circumvented these issues

and complemented the mechanical analysis with simultaneous confocal microscopy using the

combined setup described in section 2.2.1.

Frequency dependent storage and loss shear modules are depicted in Fig. 3.10 for various
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temperatures10 together with the corresponding confocal images from Fig. 3.6. Starting in the

isotropic phase at a temperature of 34.60 ◦C the suspension was homogeneous consisting of

freely moving particles as well as some fragile particle clusters. Consequently, the mechanical

response was viscous with G′′ exceeding G′ in the whole accessible frequency range. The

resolution limit of the piezo-rheometer was in the order of 5 Pa. So, for the spectra at the

highest temperatures the natural frequency range of [0.3, 300] Hz was cut at the low frequencies.

Nevertheless the Maxwell-like behavior of G′′ ∼ ω is clearly visible. G′ was considerably steeper

but its slope in the double logarithmic plot did not reach the theoretical value. The extracted

viscosity of 300 mPa s was significantly larger than expected for a particle induced increase of

the bare solvent viscosity (η5CB = 25 mPa s [Pes06]) after Batchelor [Bat77].

η = η5CB

(
1 + 2.5ϕ+ 6.2ϕ2

)
= 35 mPa s . (3.17)

One possible explanation of this discrepancy is the partial clustering of the particles. At high

frequencies G′ and G′′ approached to each other indicating an relaxation process at slightly

higher frequencies.

With the onset of the phase transition below 33.70 ◦C both modules rose over the whole

frequency range and the relaxation shifted to lower frequencies. Although the crossing of

G′ and G′′ still lay outside the frequency range at 33.40 ◦C the deviations from the purely

Maxwell-like behavior became obvious. At low frequencies i. e. on longer timescales, however,

G′′ still exceeded G′ and the sample behaved liquid-like. Local strains induced by to the

nucleating and growing nematic droplets were dissipated by Brownian motion of single particles

Fig. 3.11.: Coalescence dynamics of two neighboring nematic droplets: Differences in Laplace pressures

cause the larger droplet to grow at the expense of the smaller one. The dynamics of the process

depends on the interplay of surface tension and visco-elastic behavior of the isotropic colloidal phase.

10For every data point in the temperature data of Fig. 3.7 a complete frequency sweep with 16 points in
the range from 0.3 Hz to 300 Hz was recorded. In every sweep single frequencies f were set successively and
the mechanical response was averaged over 10 Periods. So, the actual measurement per each frequency took
approximately 10/f and for the complete frequency sweep about six minutes. At constant cooling rate of
0.1 K/min this resulted in a temperature difference between the first and last data point in the frequency sweep
of about 0.6 K. To correct for this discrepancy the shear modules at a fixed temperature and frequency were
interpolated from three consecutive frequency sweeps.
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and irreversible reorganizations of particle clusters. Though, high viscosities of about 1 Pa s

prevented a fast homogenization of the local particle concentration.

The mechanical properties of the sample are also mirrored in the shape and coalescence dy-

namics of the nematic droplets. Fig. 3.11 shows two neighboring droplets that were separated

by a thin layer of particles. The droplets were not completely spherical because of the low

surface tension and the inhomogeneous particle distribution. The generally high viscosity ad-

ditionally slowed down the relaxation to a spherical shape. As soon as the separating particle

layer ruptured and the droplets started to coalesce, the larger droplet grew at the expense

of the collapsing smaller droplet due to the difference in Laplace pressures [But06b]. Yet, the

merged droplet did not relax completely as indications of the small droplet remained. At the

lowest temperature in Fig. 3.11 another even larger coalescence event happened but structural

relaxations were limited to the contact area resulting in droplet interfaces that were no longer

purely convex.

This transition to a more elastic behavior is reflected in the mechanical spectra and the

evolution of a low frequency plateau in G′ whose indications are firstly visible at a temperature

of 32.90 ◦C. However, the plateau is not easily accessible because of the resolution limit of the

rheometer and the increased recording time at low frequencies of 0.3 Hz. The cooling rate

needed to be lowered significantly to maintain a roughly constant temperature during the

measurements. This is experimentally challenging and the evolution of the plateau could be

masked by aging effects.

3.4.2. Relaxation time spectrum

Although the structural evolution had almost ceased at a temperature of 32.90 ◦C the changes

in rheology upon further cooling were considerable (Fig. 3.10). The network response became

highly visco-elastic: The relaxation was still visible and shifted further to lower temperatu-

res. G′ and G′′ approached closer to each other showing a similar power law dependency on

frequency. The loss angle ψ was almost constant at a value of 45◦. The same features were

also observed for other particle concentrations and surface modifications (Fig. 3.12). Yet, the

absolute shear modulus |G?| were much smaller for the PDMS stabilized particles.

Fig. 3.12.: Self similarity was found

to be universal irrespective of particle

surface modification and concentrati-

on. The absolute shear modulus (filled

symbols) follows a power law behavior

with an exponent of 0.5. Accordingly

the loss angle ψ (open symbols) is con-

stant at a value of about 45 ◦.
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Such a power-law behavior corresponds to a so called self-similar distribution H(τ) of rela-

xation times τ .

H(τ) ∝ 1

Γ(n)
τ−n for τo < τ < τmax and n > 0.

Such a behavior is characteristic for sol-gel transitions in various types of polymer solutions

and melts when the constituent polymer chains start to form bonds between each other[Ada95,

Win97, Nij97]. The nature of these bonds can be manifold. Physical bonds like entanglements,

crystalline clusters or double helix formation are not permanent and form with time or a

change in sample temperature. On the other side chemical bonds induced by covalent crosslinks

between the polymer chains are permanent. The interconnected chains build up fractal clusters

that grow until a single cluster spans the whole system at the gel point. The mechanical

coupling between the polymer chains gives rise to new relaxation modes with a broad range of

relaxation times. The smallest relaxation time τo corresponds to the segmental relaxation of

a single polymer chain that was already present before the transition. The largest relaxation

time τmax is linked to the motion of the largest clusters. As the cluster size and therewith τmax

diverges the self-similar distribution H(τ) extends over several decades, and G′ and G′′ follow

a power law within the frequency range 2π [1/τmax, 1/τo].

In the given case of a gelling colloids the polymer chains are replaced by aggregating particles.

τo is related to the relaxation of the particles itself via Brownian motion, i. e. timescales in the

order of seconds compared to milliseconds in case of polymers. This severely limits the range

of frequencies where the self-similarity is observable. In particular it should be hardly visible in

our spectra that extend to larger frequencies if not other unknown processes beside Brownian

motion shift the spectrum to higher frequencies. The applicability of gelation theories could

also be tested by means of the zero shear viscosity ηo in the fluid regime or the plateau modulus

G′o. In the vicinity of the gel point the divergent behavior of λmax is expressed in simple scaling

laws for these two quantities [Win97]. Unfortunately, a reasonable determination of ηo and G′o

is not possible because of the limited frequency and modulus ranges. Hence, a gelation model

cannot be used to describe the visco-elasticity of the network.

Besides, self similarity of H(τ) is also observed in diluted polymer solutions if the polymer

concentration or the molecular weight of the chains is too low for entanglement coupling

(see appendix B). Dependent on whether hydrodynamic interactions between the monomers

and the solvent are relevant (Zimm Model) or can be ignored (Rouse Model) storage and loss

modules follow a power-law dependency with exponents of 2/3 and 1/2, respectively. Although

a slope of about 1/2 was observed for the colloidal network in Fig. 3.12 a connection to the

relaxation of diluted polymers is not clear at this point.

3.4.3. Dependency on cooling rate

Before we proceed with the mechanical evolution at intermediate temperatures we shortly

discuss the dependency of the droplet size distribution on the cooling rate. For the range of

accessible cooling rates microscopic images of the network structure (PHSA1-10) are shown in
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Fig. 3.13.: (a) Microscopic images of the network structure (yellow) of sample PHSA1-10 at a sample

thickness of 100µm and various cooling rates. With increasing cooling rate the size of the nematic

droplets (black) decreased. (b) Image analysis: For each data point the average droplet size and

its variance is calculated on the base of more than 50 droplets. All data follow a power law-like

dependency (indicated by the straight lines). Areas with different hatching separates parameter

constellations for which the droplet size exceeds the sample thickness and vice versa.

Fig. 3.13 (a). The images were made with the low magnification objective described in section

2.2.1. Like in the confocal images bright parts represent the network walls while darker areas

correspond to the nematic domains inside the network cells. The extension of the nematic

domains decreased steadily with increasing cooling rates which can be ascribed to two effects:

At first the nucleation rate is increased for higher cooling rates. As the sample is cooled deeper

into the coexistence region the energy gain and with this also the probability for the nucleation

of nematic droplets is increased in the initial phase of the network formation. Secondly, the

coalescence dynamics depends on the growth rate of the nematic droplets. As G′′(ω) increases

with frequency larger stresses are required to disrupt the particle layers between adjacent

nematic droplets in case of fast cooling. In addition the coalescence of droplets is a rather slow

process. Hence, in case of low cooling rates nucleating nematic droplets are given more time

to coalesce until the network freezes in its final structure [Vol05, Cle04a].

For a quantitative analysis we determined the size of at least 50 droplets per image with

image processing software (ImageJ). The statistical analysis delivered an average droplet size

and an estimate of the width of the underlying distribution. In the case of non-spherical

droplet shapes, ellipses were approximated and both main axes were averaged. The double-

logarithmic presentation of the droplet size in Fig. 3.13 (b) reveals a power law-like behavior

for the lower cooling rates with similar slopes for all measured samples but largely different

absolute values. In case of the samples PDMS-05 and PHSA1-10 the average droplet size

dropped below the sample thickness within the given range of cooling rates which may be

interpreted as a transition from a two-dimensional (2D) to a three-dimensional (3D) structure.
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3.5. Rheology at intermediate temperatures: Relation between

frequency and temperature - Regime 3©
3.5.1. Time-temperature-superposition and master curve

We further exploited the information gain from the combined frequency and temperature de-

pendent measurements in order to study the visco-elastic regime 3© in Fig. 3.7. The overall rise

of the shear modules with decreasing sample temperature is evident for the whole frequency

range in Fig. 3.14. The spectra differ substantially with respect to the ratio of G′ and G′′ reflec-

ting distinct changes in the visco-elasticity of the sample. This evolution is more pronounced

for the PDMS-stabilized particles and apparently correlate with the reduction in temperature.
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Fig. 3.14.: Frequency dependence of the shear modules for four different temperatures in case of sample

PHSA1-13 (a) and PDMS-10 (b). Filled symbols represent G′ and open symbols G′′ respectively.

Especially for PDMS-stabilized particles characteristic features such as crossing points of G′ and G′′

are common to all spectra. The spectra can be superimposed if they are shifted along the frequency

axis. These shifts are indicated by the arrows in (b). For PHSA13 the spectra are less similar and a

superposition behavior can only be based on the general increase in both modules.

1 0 - 1 3 1 0 - 9 1 0 - 5 1 0 - 1 1 0 31 0 - 1
1 0 1
1 0 3
1 0 5
1 0 7( a )

�

��

���
��

��
��

���
��

��

f r e q u e n c y  /  ( H z )

 s t o r a g e  m o d u l u s
 l o s s  m o d u l u s

0
1 5
3 0
4 5
6 0
7 5
9 0 �������
	���ψ������

1 0 - 1 3 1 0 - 9 1 0 - 5 1 0 - 1 1 0 31 0 - 1
1 0 1
1 0 3
1 0 5
1 0 7

( b )

�

��

���
��

��
��

���
��

��

f r e q u e n c y  /  ( H z )

 s t o r a g e  m o d u l u s
 l o s s  m o d u l u s

0
1 5
3 0
4 5
6 0
7 5
9 0 �������
	���ψ

 �����

Fig. 3.15.: Master curves were obtained from a superimposed of the spectra from Fig. 3.14 for samples

PHSA1-13 [a)] and PDMS-10 [b)]. Except for the initial network formation for frequencies below

10−6 Hz the superposition worked reasonable well for PDMS-10. In particular the loss angle ϕ de-

scribes a smooth curve. The reduced congruence of the frequency spectra of PHSA1-13 led a poor

superposition in particular for the loss angle. Only at high frequencies an continuous spectrum is

obtained.
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The individual spectra partially overlap when shifted along the frequency axis as indicated by

the arrows in Fig. 3.14 (b). The resulting master curves of shear modules and loss angle are

depicted in Fig. 3.15 (b). The superposition works best for the temperature range of regime

3©. At frequencies below 10−6 Hz there are larger discrepancies in the master curves that are

connected to the initial network formation. In general, the superposition appears much better

for the PDMS-stabilized particles because of the pronounced maximum in the loss angle. In ca-

se of the PHSA-stabilized particles and the spectra in Fig. 3.14 (a) the superposition was based

purely on the absolute shear modulus [Fig. 3.15 (b)]. The loss angle ψ remained discontinuous.

Such a behavior is well known in the rheology of polymers and is referred to as time-

temperature-superposition (tTS) [Tob45, Tob56]. However, it has never been observed for

colloidal suspensions before. Moreover, it was discussed that tTS cannot be applied to samples

involving phase separations [Fer80a, Cav87]. Finally, time or frequency ranges involved in

polymer rheology span ten decades while temperature changes typically by more than 100 K.

In the given case of phase separating LC-colloidal suspensions the visco-elastic evolution of the

network takes place in a temperature range of roughly 15 K. Therefore, the bare temperature

dependency of the PMMA, that the particles were made of, cannot account for the observed

temperature dependency. Nevertheless a superposition is feasible in particular for PDMS-10

and the resulting master curve very much resembles that of a polymer spectrum. We will come

back to this point in section 3.8.

3.5.2. Reversibility and aging phenomena

The dynamics of the visco-elastic changes were tested in subsequent heating-cooling cycles in

the temperature range [19.5, 29.5] ◦C, staying always well below TNI. The temperature depen-

dent storage modules for the first nine cycles are shown in Fig. 3.16 (a). Within their expe-

rimental errors all data collapse onto a single curve for the whole frequency range. Yet, the

curves reveal a pronounced hysteresis. For a rate of 0.5 K/min the weakening of the network

due to heating was delayed by approximately 1 K compared to the stiffening under cooling.

The hysteresis loop was significantly narrowed for lower rates and nearly vanished for quasi-

stationary temperature control [inset in Fig. 3.16 (a)].

During the following cycles G′(ω) at 20 ◦C dropped slightly [Fig. 3.16 (b)]. This tendency

was reversed if the upper cycle temperature was increased to 34.5 ◦C, well above TNI. The

network was enforced after each cycle. In previous studies [Vol05] confocal microscopy showed

that the network does not disintegrate completely under heating. Local variations of colloid

concentrations persist long time in the isotropic state and lead to a network structure resemb-

ling that of the first cooling process. With every cooling the network formation becomes more

‘efficient’ accompanied by further compaction of the network walls.

The time dependent equilibration processes that cause the hysteresis must also be visible

at a constant temperature. In addition, aging effects are expected as the network structure is

meta-stable. The system can reduce its energy by compaction towards a macroscopic phase

separation [Cat08]. The latter effect is called syneresis. For a temperature of 20 ◦C we observed
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Fig. 3.16.: The sample PDMS-05 was kept inside the rheometer for successive heating-cooling-cycles.

(a) The temperature dependent storage modulus G′ is plotted for three different frequencies and

for the first nine subsequent cycles. A pronounced hysteresis with respect to cooling and heating is

revealed. The maximal cooling rate between the turning points was 0.5 K/min. The inset shows the

dependency of the normalized maximal separation between the two hysteresis branches ∆G′/G′ on

the cooling rate. (b) Differently shaded symbols represent the storage modulus normalized by the

modulus at 20 ◦C for maximal temperatures was 29.5 ◦C and 34.5 ◦C respectively in course of 20

cycles. The temperatures were hold constant for 50 min before each measurement.

minor changes of the relative shear modules within the first hour after the end of the cooling

(Fig. 3.17). In the following G′ and G′′ clearly split apart reaching relative changes of up to

10 %. This aging effect is most probably related to the compaction of the network to reach

a macroscopic phase separation. On the timescale of two months at 22 ◦C we observed a

macroscopic reduction of the network volume by about 25 %.

When the cooling was halted at 32 ◦C both shear modules immediately dropped with a

shallow shoulder at 1 h. This shoulder might result from the superposition of two independent

processes. The first process is the delayed equilibration that is also expressed in the hysteresis.

Corresponding to a vanishing hysteresis for rates much smaller than 0.05 K/min the mechanical

evolution of the network is slowed down within the first hour after the cooling. On the other

side the ongoing reduction of the modules is caused by the same aging processes like for

the lower stopping temperature. The differences in the relative changes of the modules are

most probably related to the altered visco-elastic state of the network. In case of the lower
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Fig. 3.17.: Aging behavior of PDMS-10 in

the network state exemplary shown for

stopping temperatures of about 32 ◦C and

20 ◦C. The filled and open symbols repre-

sent the storage and loss modulus, respec-

tively. The data was normalized to the in-

itial modules.
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temperature the network is very stiff and elastic which imposes high energy barriers for a

collapse. At higher temperatures plastic deformations of the network are more likely since G′

and G′′ are nearly equal at a much lower level of about 104 Pa.

3.6. Rheology at low temperatures: Parameter study and

morphology - Regime 4©
3.6.1. Dependency on colloid parameters

At this point we come back to the controversially discussed origin of the large shear modu-

les of the network. If elastic energies between colloids and nematic LC were responsible for

the network stability different surface modifications and therewith altered surface anchoring

energies, W , should have a significant effect. Indeed we found quite substantial differences in

the superposition behavior (Fig. 3.14) and visco-elasticity of the network for the PDMS and

PHSA stabilized particles. This is most obvious in the maximum in the loss angle that is

very shallow for the PHSA stabilized particles while it is strongly pronounced for the PDMS

stabilized particles. Though, the fundamental features of the master curves in Fig. 3.15 were

observed for either stabilizer. In particular at the lowest temperatures of 20 ◦ the frequency

response of G′ in Fig. 3.18 did only depend on the particle concentration. The loss modules G′′

were almost one order of magnitude smaller and less sensitive to the particle concentration.

The general increase of the network stiffness with increasing particle content is supported

by previous works where a linear proportionality of the low frequency storage modulus G′(ω =

1 1/s) and the particle concentration was fitted to the data [And00a]. However, here we did

not find a constant scaling factor for the whole frequency range and more importantly G′ did

not level off at low frequencies but rather at high frequencies.

In previous studies the influence of the particle radius remained ambiguous. With our mea-

surements we confirm the results by Vollmer et al. [Vol05] which did not show any signi-

ficant dependency. Suspensions were prepared from particles with radii covering a range of

[90 − 460] nm (Tab. 3.1). We did not observe any changes in the frequency dependent shear

modules either.

Fig. 3.18.: Frequency spectra for PHSA1-

05, PHSA1-10, PDMS1-05 and PDMS1-

10 at 20 ◦C. The mixtures were cooled at

0.1 K/min and kept constant at the samp-

ling temperature for 30 minutes before mea-

suring. Filled symbols represent G′ and

open symbols G′′.
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3.6.2. Dependency on network morphology

Beside to material properties the network structure itself can have an impact on its mechanical

properties. At first we tested the influence of the droplet size on the mechanical properties. We

have shown in section 3.4.3 that the cooling rate during the network formation can be used as

a control parameter for the droplet size. Moreover, a transition between a 2D and 3D network

can be induced with a proper choice of sample thicknesses as well as particle materials and

concentrations.

Fig. 3.19 shows the shear modules of sample PHSA1-10 at 20 ◦C corresponding to the net-

work morphologies of Fig. 3.13 (a). As the cooling rate was increased, G′ slightly dropped

down over the whole frequency range and converged to cooling rate independent spectra at a

rate of 0.5 K/min. This convergence of the mechanical spectra coincided with the mentioned

transition from a 2D to a 3D network structure. Although the same effect was also observed

for other samples the rheological differences between 2D and 3D structures were rather small.

Moreover, if an analogous 2D-3D transition was induced by varying the sample thickness at a

constant cooling rate the network rheology did not alter significantly.

In a more general approach the colloidal network may be regarded as a cellular solid [Gib97a,

Ash83]. Examples for this class of materials are sponges, corals or foams. One distinguishes

between open cell-structures where the material is built up from single solid strands with

interconnected voids and closed cell-structures where the voids are separated by additional

membranes. Following these definitions the colloidal network should be regarded as a mixed

type as only a fraction of voids are separated (Fig. 3.20) .

The mechanical properties of cellular solids are described by simple scaling arguments that

does not rely on the exact geometry of the cells. If a shearing force is applied to the sample two

types of deformations occur; the bending of the cell edges and the stretching of the membranes.

If ζ is the fraction of open cell faces and % the average mass density of the cellular material
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	 � Fig. 3.19.: Dependency of the shear modu-

les on the cooling rate for sample PHSA1-

10. The spectra converge for increasing

cooling rates until they collapse over the

whole frequency range for the highest ra-

tes 0.2 K/min and 0.5 K/min.
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Fig. 3.20.: The computer rendered recon-

struction of the network from Fig. 3.6

shows the cellular morphology with parti-

ally separated voids. The image was gene-

rated with ImageJ software from a 3D da-

ta confocal set. The shaded area is an iso-

fluorescence intensity surface representing

the border between the nematic droplets

and the colloidal walls.

the shear modulus G is given by [Gib97b]:

G

Es
≈ 3

8

[
ζ2

(
%

%s

)2

︸ ︷︷ ︸+ (1− ζ)
%

%s︸ ︷︷ ︸
]

(3.18)

edges faces

Here %s and Es denote the mass density and Young’s modulus of the material the solid walls

are made of. However, this model fails in case of the colloidal network. Assuming a constant

packing density of colloids in the walls the relative density %/%s is proportional to the initial

particle volume fraction ϕ. Previous studies[And00a] found a linear dependency on ϕ which

suggest ζ = 0. This result, however, overestimates the contribution of the cell membranes.

In summary, we did not find a major effect of the morphology on the rheology of the LC-

colloidal network. Neither the absolute shear modules nor the visco-elasticity could be related

to the network structure.

3.7. Swelling and dissolution: Influence of sample age

Up to now the discussion of the results was based on the assumption that the PMMA particles

behave as hard spheres and only the thin stabilizer layer induces a certain degree of softness.

Previous studies, however, neglected that 5CB is a weak solvent for PMMA. Consequently,

dissolution of the particles or at least swelling, in case the particles are crosslinked, must be

taken into consideration. These processes definitely were present as they caused changes in

the optical appearance of the suspension. Directly after dispersing the particles in 5CB the

suspension was completely opaque as the micro- and nanometer-sized particle strongly scatter

light. Though, with time and continuous stirring in the isotropic phase the suspensions became

increasingly transparent.

Two processes can explain this change in the optical appearance. If the particles shrank due

to dissolution their scattering efficiency ∼ R6 was reduced and therefore the opacity of the

suspension was reduced. On the other hand if the particles were swollen, the refractive index

of particles and solvent aligned and thusly reduced the scattering. As these optical changes

happened on the timescale of months we assume that the compatibility of PMMA and 5CB is
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rather weak compared to good solvents like tetrahydrofuran (THF) or toluene. Moreover, at

temperatures far below the glass transition of the PMMA (Tg ≈ 110 ◦C) the polymer chains

are rather immobile and cannot be easily swollen or even freed by the 5CB molecules.

The dissolution and swelling dynamics were also be influenced by the surface modification

of the particles. While the suspension containing the PDMS stabilized particles became com-

pletely transparent after about six months the suspension with the PHSA stabilized particles

remained slightly opaque for the time span of the whole study. This resistance against disso-

lution was most probably caused by a layer of crosslinked PHSA (Appendix C) at the surface

of the particles that hindered dissolution.

In this section we discuss how dissolution and swelling of the particles were quantified and

in how far the phase separation and the rheology of the network were affected.

3.7.1. Dynamics light scattering study

There are several methods to investigate the dissolution and swelling of the particles. For

example, the changes in opacity can be directly utilized in measurements of the extinction

coefficient of the suspension. A quantitative analysis, however, would require a complex model

that accounts for partially swollen particles, i. e. a spatially varying dielectric contrast as well

as the effect of dissolved PMMA. As the particle concentration must be sufficiently high to

detect a significant effect, multiple scattering might also come into play as well as increased

scattering by particle clusters. Another possibility is to measure the zero-shear viscosity of the

suspensions. Dissolved PMMA as well as an increase of the particle volume fraction due to

swelling equally affects the viscosity of the suspension. Again it is challenging to distinguish

between both effects in particular when particle clusters influence the outcome of rheological

measurements.

We followed a third approach and determined the hydrodynamic radius Rhydr of the particles

via dynamic light scattering (section 2.3.3). As the measurements were performed in the diluted

regime with volume fractions in the order of 10−4 clustering of particles was negligible. In

addition to 5CB we chose cis-DEC (≥ 98 %, Merck Schuchardt OHG, Germany) and THF

Fig. 3.21.: (a) The particle used for the DLS study were dried from a suspension in hexane. (b)

The particles were dispersed in THF for several days to dissolve the non-crosslinked parts. After

evaporation of the THF the remaining empty shells were embedded in the solidified PMMA matrix.
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Fig. 3.22.: (a) Correlation function g(2) for a suspension of 220 nm sized PHSA stabilized PMMA

particles in 5CB at a temperature of 45 ◦C and a scattering angle of 30 ◦. The nematic fluctuations

in the isotropic phase of 5CB cause a decay in the correlation at the lowest delay times τ . The decay

at τdiff ≈ 40 ms is caused by the Brownian motion of the particles. (b) The ratio of the hydrodynamic

radius and the radius from SEM images shows a distinct evolution with time. Different regimes can

be associated with the swelling of the stabilizer layer (i) and the whole particle (ii) respectively as

well as the progressive dissolution of the particles (iii).

(99 %, Sigma-Aldrich Chemie GmbH, Germany) as reference dispersion liquids. The PHSA

stabilized test particles had an average radius of 220± 3 nm and a polydispersity of about 8 %

determined by SEM images [Fig. 3.21 (a)]. In cis-DEC, which is commonly used to disperse

organophilic PMMA particles, the hydrodynamic radius was measured to be (226±2) nm. The

slight increase in the hydrodynamic radius compared to the SEM data is related to the PHSA

layer that was swollen in the suspension and collapsed in the dried state. When the particle

were dispersed in THF which is a good solvent for PHSA and PMMA the particles swelled fast

within a one day after preparation. The hydrodynamic radius rose to (280 ± 10) nm. After a

few days the non-crosslinked compound was dissolved and the remaining shell gave a reduced

hydrodynamic radius of (190± 10) nm. After evaporation of the THF the empty shells shrank

further to a radius of about (125± 20) nm in the SEM image of Fig. 3.21 (b).

The DLS experiments with 5CB as dispersion liquid were more challenging. Obviously a

measurement is not possible in the birefringent nematic phase. Though, in the isotropic phase

the autocorrelation function g(2)(t), exemplary shown in Fig. 3.22 (a) at a scattering angle

of 30 ◦, was distorted, too. Beside to the decay at τbrown ≈ 40 ms that was caused by the

Brownian motion of the particles an additional decay became apparent. The origin of this

decay were most likely pre-nematic fluctuations. As the isotropic-nematic transition in LCs

is of weak first order these fluctuations occur even far above T ?. Their average lifetime and

strength critically depend on temperature. Upon approaching the critical temperature Tc
11

both quantities diverge. As we performed the measurements at a temperature of 45 ◦C, i. e.

about 10 K above T ? the fluctuations relaxed fast with a decay rate of about 42 MHz [Dro02].

Due to the poor statistics at the lowest delay times in Fig. 3.22 (a) the extracted decay rate of

about 1/τfluc = 1/1.3 10−8 1/s ≈ 80 MHz is in reasonable agreement with these earlier results.

11For 5CB Tc is about 1 K above T ?
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Both decays did not interfere in the correlation function and could be fitted individually.

However, part of the correlation was lost in the pre-nematic fluctuations which effectively

reduced the signal-noise ratio for the detection of the decay due to Brownian motion. Moreover,

the preparation method of the DLS sample apparently influenced the time span associated with

the swelling and dissolution processes. One preparation route was to prepare a stock dispersion

that was kept homogeneous in the isotropic phase under continuous stirring. For each DLS

measurement a new sample was prepared from this dispersion. A second method was to prepare

a single sample that was used for all DLS measurements. In between the measurements the

cuvette with the dispersion was tumbled to prevent sedimentation of the particles. In case of

the first method swelling and dissolution occurred earlier most probably due to the mechanical

agitation by the stirrer. In previous studies ultrasonication was used for dispersing the particle

which might accelerate the swelling and dissolution even more.

Despite these difficulties we found in 5CB a similar swelling and dissolution behavior like for

the dispersion with THF. The freshly prepared suspension revealed a hydrodynamical radius

of (236 ± 4) nm consistent with the cis-DEC based suspension. Though, within a few days

Rhydr rose significantly to a level of roughly 280 nm that was well in accordance with the first

stage of the THF suspension and thus indicated a swelling of the particles with 5CB molecules.

Within a few weeks the radius dropped down again due to partial dissolution of the particles

[Fig. 3.22 (b)]. Although the time span of the different stages changed from one synthesis batch

to the other the same features were universally observed.

The PDMS-stabilized particles showed a much more pronounced initial swelling of the sta-

bilizer layer since the surface was not crosslinked and thus did not provide any mechanical

hindrance to dissolution. For the same reason significant dissolution effects set in already after

a few days but slowed down with further aging of the suspension.

3.7.2. Effect on the network properties

For the given set of cooling rates and sample thicknesses the swelling and dissolution of the

particles affected the phase separation behavior only with respect to the observed transition

temperature. TNI gradually decreased from 35 ◦C which was very close to that of pure 5CB

to about 32 ◦C for a sample age of more than 100 days. The structural properties were only

marginally influenced. The domain size stayed roughly constant at level of 100µm.

The mechanical evolution of the sample, however, altered completely reflecting the transition

from hard spheres to swollen particles. Within the first day after preparation of the suspension

only the steric stabilization layer was swollen [cmp. Fig. 3.22 (b)]. The corresponding shear

modules revealed an almost linear increase with decreasing temperature. The storage modulus

was in the order of magnitude predicted by equation (3.15) in the model by Terentjev et

al. [Fig. 3.23 (a)]. As soon as the network was formed the storage modulus exceeded the loss

modulus over the whole temperature range at a nearly constant loss angle also supporting the

hard sphere model [Fig. 3.23 (b)]. There was a rather weak frequency dependency exemplary

shown in Fig. 3.23 (c) and Fig. 3.23 (d) at the lowest temperature T − TNI = −15 K.
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Fig. 3.23.: Evolution of the mechanical properties during the network formation and stiffening in

dependency of sample age for PHSA stabilized particles with an initial diameter of 220 nm: (a)

and (b) shows the temperature dependency of the shear modules and the loss angle respectively at

a excitation frequency of 5 Hz. The onset of the temperature axis was shifted to account for the

different values of TNI. The inset in (a) shows the same data as the large graph but in linear scale for

the modules. The frequency spectra in (c) and (d) were taken at a temperature of T −TNI = −13 K.

See text for a detailed analysis.

Already a few days later the rise in G′ and G′′ was much steeper reaching low temperature

values nearly one order of magnitude larger than those of the fresh sample. Moreover, both

modules approached closer to each other and in the temperature dependent loss angle a shallow

maximum evolved. This maximum became clearer with further aging of the suspension and

gradually shifted to higher temperatures while at lower temperatures the familiar splitting of

G′ and G′′ was observed. After 13 days a steady state was almost reached as the temperature

and frequency dependent modules almost equaled those of the 100 days-old sample.

The same evolution was found for all PHSA stabilized particles whereas the aging time

necessary for a convergence to the universal spectra was prolonged for larger particles. This

is in accordance with the results from the DLS study that did not reveal a drop in the hy-

drodynamic radius of the larger particles in the observed time span. On the contrary the

PDMS-stabilized particles showed a faster swelling and dissolution which coincided with the

mechanical evolution. Already after 3 days the characteristic long-time visco-elasticity of the

network was observed.
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3.8. A detailed look on the network composition

3.8.1. Discussion: Extension of the previous model

The model by Terentjev et al. is only valid for non-swollen particles. Therefore, we start the

discussion of the results by setting up an extension of the model to account for the swelling and

dissolution of the particles. The focus lies on the qualitative understanding of the mechanical

properties rather than a quantitative description of the phase separation process in terms of a

phase diagram. We have already discussed that the reduction in TNI can have several reasons.

In addition to low molecular impurities dissolved polymer chains have to be considered, too,

and will be dominant with progressive dissolution of the particles. Yet, the general appearance

of the phase separation process is not altered significantly as we shortly mentioned in section

3.7.2. The microscopic structure of the network walls, however, needs to be revised.

Upon entering the isotropic-nematic coexistence region both, the swollen particles and dis-

solved polymer, are expelled from the nematic droplets and concentrate in the remaining

isotropic phase [Fig. 3.24 (a)]. The network wall resembles an inhomogeneous mixture of PM-

MA and mesogenic molecules at a broad distribution of local concentrations. In the core of the

particles the concentration of mesogenic molecules is very low while they build the majority

compound in the swollen shells and the interstices between the particle. As the phase sepa-

Fig. 3.24.: The microscopic composition of the network walls changes with temperature: (a) Just after

the network formation the swollen particles are embedded a low concentrated polymer solution. The

distribution of local polymer concentrations is split into two separate contributions (red and blue).

The non-swollen particle have a narrower distribution (gray) (b) Mesogenic molecules diffuse to

the large nematic domains and eventually nucleate to form small nematic droplets in the network

walls. As the isotropic volume shrinks the swollen particles get deformed and the concentration of

dissolved polymer in the interstices between the particles rises. The distributions of local polymer

concentration start to merge (orange and cyan). (c) The ongoing phase separation equalizes the local

composition of the network, i. e. the local polymer concentration becomes more uniform (green).
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ration progresses, mesogenic molecules in the network walls join the large nematic droplets

or nucleate smaller ones within the walls. The molecules stem mainly from the highly diluted

regions of the network as here TNI is largest. Consequently, the distribution of local polymer

concentrations narrows. [Fig. 3.24 (b)]. At this point the network is fully developed and any

large scale structural reorganization are hindered due to the stiffness of the network. However,

upon further temperature reduction mesogenic molecules can still diffuse to the nematic dro-

plet. In this way the local concentrations further align and the network composition becomes

more uniform [Fig. 3.24 (c)].

3.8.2. Network rheology revised

Up to this point there are no immediate evidences that could affirm our view of the network

wall. Microscopic imaging techniques turned out to be less effective to study the structure

of the network walls due to a corrupted image quality. DSC and NMR measurements did

not give further insight either. Only the rheological data can be used to prove the swelling

of the network wall and its steady composition changes. Here we follow an simplified way

to describe the rheology of the system as if it was composed of individual components with

specific mechanical properties. The geometrical arrangement and mechanical coupling of these

components define the effective mechanical response of the sample.

In the network state the systems shows two levels of structuring. On the large scale the

nematic droplets as well as the colloidal network build a bi-continuous system with both com-

ponents spanning the space between the substrate plates of the rheometer. The mechanical

properties of both materials deviate strongly. While the nematic phase is a liquid of low vis-

cosity ηnem, the network is a rather stiff visco-elastic material characterized by the complex

shear modulus G?(ω). Any displacement of one substrate is transmitted deeply into the net-

work while its range in the nematic phase is short. Hence, the response of the nematic phase

can be neglected and the rheology of the sample is dominated by the network phase G?(ω).

We repeat this argument in the framework of an equivalent mechanical circuit. The nematic

and network phase are connected in parallel, so the strain γ and strain rate γ̇ equally apply

to both phases. The stress transfered to the detection plate of the rheometer is a sum of

the stresses transmitted through the nematic phase σnem and the network phase σnet. For a

sinusoidal excitation the complex effective modulus G̃?para(ω) is then given by:

σ(ω, t) = σnem(ω, t) + σnet(ω, t) = [cnem i ηnem ω + cnetG
?
net(ω)]︸ ︷︷ ︸

G̃?
para(ω)

γ(ω, t) (3.19)

cnem and cnet denote the relative amplitude of both contributions which can be approximated

by the corresponding relative volume or mass fractions. Even for the highest frequencies ω =

2π f ≈ 2000 1/s the contribution ηnem ω only amounts to 40 Pa which is much smaller than

the measured modules.

At the second level of structuring the network wall itself is build up of a swollen polymer

matrix with a broad distribution of the relative amounts of PMMA and 5CB as described
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above. To be more precise during and directly after the network formation the particles are

embedded in a diluted polymer melt. The particles itself consist of a hard core that is surroun-

ded by the swollen shell. So, only the mechanically weak diluted polymer is continuous. The

equivalent mechanical circuit of the network consists of a complex combination of serial lines

of viscoelastic, diluted polymer G′visc, G
′′
visc and hard, elastic particle cores G′ela. In each of

these serial lines the total strain is distributed over both components while the applied stress

is constant:

γ(ω, t) = γvisc(ω, t) + γela(ω, t) =

[
cvisc

G′visc(ω) + iG′′visc(ω)
+

cela

G′ela(ω)

]
︸ ︷︷ ︸

1/G̃?
net(ω)

σ(ω, t) (3.20)

The complex effective modulus G̃ser(ω) is dominated by the component with the smaller mo-

dules G′visc and G′′visc.

Clearly there is no sharp but a rather continuous transition between the particle core, the

swollen shell and the free dissolved polymer. In this sense the above argument states that

the rheological measurements test predominantly the weakest continuous component of the

network walls. That is the dissolved polymer in the initial state of the network formation and

the swollen polymer matrix in the final network. As the phase separation continues inside

the network walls the 5CB concentration in the swollen polymer decreases and the network

becomes more homogeneous. Now the contribution of the hard particle cores G′ela rises and

the network response becomes more elastic.

3.8.3. Evidences for polymer dynamics

If the presented rheological model is correct the measured shear modules reflect the visco-

elastic behavior of a polymer solution at various degrees of dilution. In the following we go

back to the experimental results and correlate the rheological properties of the sample with

its composition.

In the isotropic phase the behavior of a Newtonian fluid was observed together with the

indication of a relaxation process at frequencies slightly higher than experimentally accessible

[Fig. 3.10 (a)]. The dynamics of the mesogenic molecules is too fast to account for this relaxation

while the dynamics of the particles characterized by a diffusion time of τ = 6π ηR3/kB T ≈ 1 s

are too slow. Only the dynamics of the dissolved polymer fits to the observed frequency range.

Depending on the concentration of the polymer either the Zimm or Rouse model can be applied.

Unfortunately, the exact concentration is not known and there are no information about G′, G′′

for frequencies beyond the relaxation. Therefore, we can only monitor the evolution of the

relaxation as the concentration of the polymer in the isotropic phase increases in course of the

phase separation. At a temperature of 32.9 ◦C the relaxation shifted to lower frequencies of

roughly 30 Hz. No crossing of G′ and G′′ was observed which promotes the application of the

Zimm model. However, the expected power law behavior of G′ and G′′ with frequency at an

exponent of 2/3 could not be unambiguously verified because of the limited accessible frequency
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range. The Zimm model is applicable in the low concentration regime where hydrodynamic

interactions play a role. At higher concentration a gradual transition to a Rouse-like behavior

should take place. Indeed the expected power law behavior with a slope of 1/2 was found at

lower temperatures consistently for all samples.

As the phase separation continues and the 5CB concentration in the polymer matrix decre-

ases, entanglement of the polymer chains sets in. The corresponding rubbery plateau is clearly

visible in the master curve Fig. 3.14 (b) of the PDMS-stabilized particles. The dissolved poly-

mer chains and the swollen part of the particle generate an entanglement network that spans

the whole system. The situation is different for the PHSA-stabilized particles that show less

dissolution effects. Only the free dangling ends of the crosslinked chains in the particle shell

can contribute to the entanglement network. Though, it is questionable if the necessary entan-

glement length is reached at all. Consequently, the rubbery plateau is very weakly evolved in

Fig. 3.14 (a).

The entanglement region is followed by the transition zone at the lowest temperature. As

the local polymer concentration further increases the viscosity of the network diverges. The

network enters the glassy state and its mechanical response becomes highly elastic.

As the composition of the sample gradually changes with temperature the transitions bet-

ween the different dilution regimes are smooth. The frequency spectra of Fig. 3.14 can be

superimposed and the resulting master curve resembles that of a polymer melt. The LC acts

as a plasticizer and shifts the polymer chain dynamics to higher frequencies just like a change

in temperature does [Fer80b]. The heterogeneity of the local polymer concentration and its

asymmetric changes with decreasing temperatures corrupts the quality of the superposition.

Due to stronger dissolution and swelling the polymer distribution is more homogeneous for

the PDMS-stabilized particles and the superposition works reasonably well. In case of the

PHSA-stabilized particles the distribution of local concentrations is very broad leading to a

poor superposition behavior.

3.8.4. Thermodynamic equilibrium

In the following we discuss whether the system is in a thermodynamic equilibrium during the

phase separation. Strictly speaking, this question needs to be negated. The aging experiments

at low temperatures already proved that the cellular network itself is a metastable state of

the system. The interface between the network wall and nematic droplets can be reduced

by a macroscopic phase separation which lowers the total energy of the system. However,

the corresponding energy gain is rather small and the stiffness of the network hinders any

relaxation. In the isotropic state at high temperatures the ongoing swelling and dissolution

process indicate that thermal equilibrium is not reached either. Yet, the involved processes are

slow and we can assume the system to be stable on the timescale of the experiment.

Neglecting these issues, only the network formation and stiffening upon cooling remain ques-

tionable. According to our model the composition changes are the result of the ongoing phase

separation due to an isotropic-nematic transition of the mesogenic molecules. That transition
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happens at the concentration dependent temperature TNI(ϕ) and thus the composition of the

network is purely a function of temperature. If the network is in a quasi-static equilibrium its

composition changes under cooling must be reversible if the sample is heated again.

Indeed we found that the mechanical response of the network is reversible in consecutive

heating-cooling cycles. The observed hysteresis seemed to vanish for a quasi-static temperature

control. Following our model of the network we suppose that once the network is formed

diffusion of mesogenic molecules is the dominant process in the phase separation. Due to the

high viscosity of the polymeric matrix and the correspondingly low diffusion constant of 5CB

in the polymer matrix this process is slow and causes the dependency of the hysteresis splitting

on the cooling rate.

Although all experimental observations can be qualitatively explained our argumentation

is based on the direct correlation of the network composition and its rheology. Yet, the pro-

nounced spatial heterogeneity of the network makes it virtually impossible to set up a detailed

mechanical model as an extension of the equations (3.19) and (3.20). We pursued a different

route and used the fact that 5CB is a solvent for PMMA in the isotropic phase. Instead of di-

spersing particles with unclear chemical and mechanical properties we prepared homogeneous

mixtures of linear PMMA and 5CB at the full range of concentrations. In doing so we can

relate the phase behavior of these composites with their temperature dependent mechanical

behavior. But before going into detail on this approach in the following chapter we come back

to the motivation of the presented study and state our conclusions.

3.9. Conclusions and Outlook

3.9.1. Mechanical properties of aggregated soft colloids

We shortly summarize the insights into the network formation in LC-colloidal composites with

respect to our vaguely formulated problem in the beginning of the chapter. How do structural

and mechanical properties correlate during the aggregation of the particles into the network

and what are the influences of the present interactions as well as the particle properties. In

the given case the aggregation mechanism is a phase separation process that is driven by the

isotropic-nematic transition of the mesogenic molecules and the repulsive interaction of the

particles with the nematic phase. Though, a complete macroscopic phase separation is hindered

because of the enrichment of the particles in the isotropic phase and the accompanying kinetic

arrest. Instead, the system remains in a metastable network structure.

Several parameters like the initial particle concentration or the cooling rate contribute to the

actual appearance of the network but cannot explain its characteristic temperature dependent

visco-elasticity and the high absolute values of the shear modules. Instead it is essentially the

mechanical properties of the particle that define the mechanical behavior of the network. A

freshly prepared suspension consists of hard spheres and the network rheology is highly elastic

for the complete temperature range. It remains unclear whether the model by Terentjev et

al. can be applied to explain this behavior. With time, however, the mesogenic molecules
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swell and partially dissolve the particles. When these soft particles aggregate during the phase

separation it is the softness that determines the mechanical properties of the network. We

were able to affirm this statement by relating the temperature dependence of the mechanical

network response to the dynamics of the constituent polymer chains that varies with dilution.

At this point we clarify the ambiguous use of the terminology ”softness“. For colloidal systems

it is usually used to describe long-ranged repulsive inter-particle potentials caused e. g. by

electrostatic interactions. The particle itself is made of a hard glassy polymer or silica. On the

contrary a hard sphere-type potential has a short range and therefore is largely confined to

the direct vicinity of the particle. Only a thin steric stabilizing layer prevents aggregation due

to van der Walls forces.

In our case softness is rather related to the real mechanical weakening of the particle due to

swelling which does not necessarily result in a long-ranged soft potential. The energy stored

in the compression of a swollen particles still can be much larger than the thermal energy.

In this case the particles actually behave like hard spheres if suspended as single particle.

However, if strong forces cause aggregation of the particles it is a delicate interplay of the

physical mechanical stiffness of the particles and the aggregating forces that determines the

mechanical behavior of the whole aggregate.

In most cases either contribution dominates; In the beginning of chapter 1 we discussed sys-

tems for which any deformation of the particles can be ignored (polystyrene particles in water

or silica particles in organophilic solvents). On the other side the LC-colloidal suspensions

were dominated by the mechanics of the swollen particles. The same is true for the polymer

brush-like rheology of water-based suspensions of PNIPAM-particles beyond the glass transi-

tions (item ii in section 1.3.3). Though, in systems where both contributions are balanced out

an unexpected mechanical behavior might be observed. The stick-slip motion of the aggrega-

ted gelatin particles that was discussed in item iii of section 1.3.3 might be considered as an

example for this case.

3.9.2. Benefits of piezo-rheometry and simultaneous confocal microscopy

The present study clearly demonstrates the benefits of piezo-rheometry when dealing with fra-

gile soft matter like the forming colloidal network. Low excitation amplitudes provided a high

degree of reproducibility, small sample volumes and the compactness of the piezo-rheometer

allowed for a homogeneous temperature profile across the sample and the shifted frequency

range gave deeper insight into the visco-elasticity of the sample at reasonable recording times.

Furthermore, we showed for the first time that piezo-rheometry in shear mode with simulta-

neous imaging via confocal microscopy is possible. The oscillatory excitation of the rheometer

did not deteriorate the spatial resolution of the confocal images. Vice versa, the placement

of the rheometer cell on top of the microscope objective did not influence the mechanical

testing except for a slightly increased noise level. The combination of both methods delivered

more than bare mechanical and structural characteristics and their relationship. It also gave

evidence that the mechanical excitation induced by the rheometer did not alter the sample
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and thus guaranteed that the results displays the sample rheology in the linear visco-elastic

regime.

3.9.3. Future prospects

Despite of numerous advantages the finite resolution in the shear modulus of a few pascal

limits the applicability of the shear piezo-rheometer to more compact aggregates and viscous

fluids. Other piezo-based rheometers working in squeeze-flow mode might induce non-linear

effects at lower strain rates but have a better resolution [Cra05]. Due to the usage of compact

piezo-actuators as active elements a combination with confocal microscopy should be feasible,

too.

After a long debate the present work explains the principle features of the rheology of

5CB-colloidal PMMA suspensions. Due to swelling and dissolution the particles cannot be

dealt as hard spheres which leaves the initial theory by Terentjev et al. without experimental

verification. Though, further investigations would be valuable and only requires a different type

of particles. These particles must be dispersible in the LC but only show marginal swelling.

Unfortunately, it turned out in several attempts that this condition is not easily fulfilled. PS

particles swell even faster than PMMA while silica particles show flocculation already in the

isotropic phase. So the search for suitable particle materials and steric stabilizers is still open.



4. Polymer dispersed liquid crystals

In the preceding chapter we set up a microscopic model of the network that is formed during

the phase separation in colloidal-PMMA 5CB composites upon cooling through the isotropic

nematic phase. In this model the network walls consist of PMMA and 5CB with a broad

bandwidth of relative proportions that varies spatially as a function of temperature. These

composition changes are supposed to be based on the phase diagram and demixing behavior of

5CB and PMMA. We already tested some implications like e. g. the reversibility of the mecha-

nical properties in consecutive heating and cooling cycles (section 3.5.2) or the dependency on

the swelling state of the particle before the network formation (section 3.7.2). However, there

were some experimental limitations that attenuate the significance of our findings. Microscopic

imaging was not capable of resolving the ongoing phase separation inside the network walls at

low temperatures and the rheological data could not be used to determine the composition of

network wall because of its intrinsic heterogeneity.

Instead of facing these shortcomings directly by means of further measurements with other

experimental methods we followed an evasive strategy and compared the particle-based sys-

tem with composites of linear PMMA chains and 5CB at various concentrations. Compared to

the case of swollen and partially dissolved particles, PMMA and 5CB are now homogeneously

mixed on a molecular level throughout the sample (in the isotropic single phase region of

the mixture). As the majority materials, i. e. PMMA and 5CB still are the same, chemical

interactions do not change and the thermodynamic description is similar to the colloidal sus-

pension. In particular we expect an analogous phase separation into a PMMA-rich network

phase and almost pure nematic 5CB droplets upon cooling through the isotropic nematic tran-

sition. Though, the forming network walls are more homogeneous than in the colloidal case

facilitating a quantitative analysis of the rheological data. Still, we add dielectric spectroscopy

(DS) as a new experimental technique to microscopy and rheology. Due to the large dielectric

susceptibility of the 5CB molecules [Pes06] compared to PMMA DS is especially sensitive to

the dynamics of the 5CB. Therefore, DS perfectly complement the rheological measurements

which test predominantly the segmental dynamics of the polymer chains [Nob08].

The DS measurements and data analysis were performed by Christos Grigoriadis and

Professor Dr. George Floudas from the Foundation for Research and Technology-

Hellas (FORTH) at the Biomedical Research Institute (BRI), Ioannina (Greece). We

will present these data in section 4.4. Wide angle x-ray scattering experiments were also part

of this collaboration which however will not be discussed in detail.

Before we start with the actual treatise on the PMMA-5CB composites we will give a short

general introduction to phase separated composites of polymer and mesogenic molecules. Such
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systems are often referred to as polymer dispersed liquid crystals (PDLC) and have been

investigated intensively focusing predominantly on possible technological applications.

4.1. Introduction

A PDLC film [Coa95, Wes90] consists of micrometer-sized droplets of nematic liquid crystal

that are embedded in a polymer matrix. The nematic director within the droplets has a well-

defined configuration that is defined by the elastic properties of the LC and the anchoring of

the mesogenes to the surrounding polymer matrix. This configuration is similar for all particles

but its actual orientation with respect to an outer laboratory system is not subject to any

constraints and thus differs from one droplet to the other. Consequently, the anisotropy in

the dielectric constants (ε⊥, ε‖ for the components perpendicular and parallel to the nematic

director) induces strong spatial variations in the refractive index of the film which gives rise

to pronounced scattering [see Fig. 4.1 (a)]. The film appears opaque (“OFF”-state).

The situation is different if a homogeneous electric field is applied. At a sufficiently high field

strength the mesogenic molecules align with the external field along their long axis (ε‖) and

the refractive indexes of the droplets converge to n⊥ =
√
ε⊥. In case the refractive index of

the polymer np also equals n⊥ scattering is largely reduced and the film becomes transparent

[see Fig. 4.1 (b)]. The PDLC film is in its “ON”-state.

Fig. 4.1.: (a) OFF-state: Without an applied electric field the orientation of the nematic director of

the LC droplets is uncorrelated. Large spatial variations of the refractive index give rise to scattering.

(b) ON-state: If the nematic director field of the droplets is aligned due to an external electric field

the scattering is strongly reduced. After reference [Coa95].

This functionality of switching the transparency of the film via an electric field opens up

many applications in the field of displays, monitors and especially windows [Drz86]. As most

of the incident light is scattered in forward directions and only a small fraction is actually

absorbed the transmittance in the OFF-state is rather high [Coa95]. Therefore PDLC films

are often used as coatings for front windows to prevent direct exposure to sunlight without

darkening the interior. Another application are so called privacy windows that are used in

offices to block insight in certain areas whenever needed.
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The construction principle of PDLCs is comparatively easy. In contrast to the better known

twisted nematic displays and other liquid crystal-based displays (LCD) no polarizers are re-

quired and the continuous polymer matrix provides means to tune the mechanical properties

of the film. Devices can be made either flexible or rigid, and at the same time large areas can

be covered which additionally emphasizes their usability for windows.

Several preparation methods were developed. In the early days the LC was emulsified in

an aqueous polymer solution with the help of surfactants. During the subsequent evaporation

of the water the already existing nematic droplets were enclosed in the solidifying polymer

matrix. Due to the curved orientation of the nematic director in the droplets the phrase

“nematic curvilinear aligned phase” (NCAP) was propagated [Kim98]. More recent methods

start from a single isotropic phase and generate the droplet morphology via phase separation

processes. The phase spearation is either induced by evaporation of a common solvent for

the polymer and the LC (SIPS - solvent induced phase separation) or by polymerization of a

immiscible polymer from monomers that are miscible with the LC induced by ultraviolet light

[Rou00] or heat (PIPS - polymerization induced phase separation). In this sense the phase

separation in the PMMA-5CB composites upon cooling is related to SIPS.

The biggest part of scientific studies has been devoted to the understanding of the phase

diagram [Gog01, Gog03, Bou01, Kyu96, Kar02, Che07, Cha95], the phase separation kinetics

[Kyu93] as well as their influence on the optical performance [Mas02, Kal99] of the PDLC films.

In particular the switching dynamics between the ON and OFF state and the optimization

of contrast and transmittance were of interest. As key parameters the droplet size and shape

[Ono05] as well as the configuration of the nematic director [Bla05] were identified. Next

to the standard experiments for the optical characterization of the films DS was applied to

study the dynamical properties of the LC molecules as well as their interaction with the

polymer matrix. We come back to these studies when discussing our DS measurements of the

PMMA-5CB composites. Less effort has been taken in the mechanical analysis of the PDLC

films. Especially the rheology of the phase separation process lacks of a detailed description.

Instead, problems related to the mechanical properties of the films were solved empirically.

By now PDLC films are fully commercialized and their development is largely taken over

by industry. Hence, we will not draw any explicit conclusions related to PDLCs, but rather

focus on the initial motivation of our study.

4.2. Sample preparation and general characterization

4.2.1. Preparation methods

Two methods were used to prepare the PMMA-5CB mixture at the full range of compositions.

For samples with a PMMA volume fraction below 50 %vol, 5CB (Chemos GmbH, Germany)

and PMMA (Mw = 63 kg/mol, PDI = 1.1) were mechanically mixed in a closed glass flask

and heated to a temperature of 100 ◦C. With the help of occasional mechanical homogenization

with a spatula the PMMA dissolved within one day resulting in a transparent colorless liquid
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of rather high viscosity. In order to prevent a phase separation the samples were stored in its

homogeneous isotropic state at a temperature of 45 ◦C.

For the compounds with larger PMMA volume fraction the PMMA was first dissolved in

THF and then mixed with 5CB. After a clear mixture was obtained the bigger part of THF

was evaporated under ambient conditions. During this procedure the compound solidified

and thus hindered any further evaporation of THF. Therefore, the mixture was exposed to a

vacuum of 0.01 mbar for three days to remove the remaining THF. Cooling the sample with

liquid nitrogen to −195 ◦C prevented extensive evaporation of the 5CB. The resulting relative

amounts of 5CB and PMMA were determined via H1-NMR. These samples were stable at

room temperature and did not change over time.

4.2.2. Phase behavior

The phase behavior of the mixtures was investigated with DSC and POM. Despite of a large

number of experimental and theoretical studies on the phase diagram of various polymer-LC

mixtures only very few dealt with the special case of PMMA-5CB composites. Unfortunately,

only slight variations of the used materials can have tremendous effects on the phase behavior.

For example, an additional isotropic-isotropic transition happens at temperatures above the

isotropic nematic transition when replacing 5CB by E7 that is a mixture of four different

mesogenic liquids with 5CB as the majority component [Kyu93, Cha95]. Yet, a complete

description of the phase behavior of the 5CB-PMMA compound is out of the scope of this

study and not essential for the further understanding. Instead, we draw a more general picture

and refer to literature if necessary.

Glass transition of the compounds

Starting with pure PMMA a glass transition was observed in the DSC spectra at (110± 2) ◦C

in agreement with other reported values. With increasing volume fraction of 5CB the glass

transition temperature Tg dropped rapidly due to the plasticizing behavior of 5CB in PMMA

[see Fig. 4.2 (a)] [Fer80b]. The experimental data could be described by the Fox equation

[Fox56]

1

Tg
=

wPMMA

Tg,PMMA
+

w5CB

Tg,5CB
(4.1)

without any adjustable parameters. wPMMA and w5CB denote the mass fractions of 5CB and

PMMA, respectively. For the glass transition temperature of pure 5CB a value of −68 ◦C was

used. Together with the decrease in Tg the temperature range of the glass transition gradually

increased indicated by the error bars in Fig. 4.2 (a). In principle, the Fox equation is based on

the physical picture that the compound undergoes a single glass transition. Yet, the observed

broadening can also be interpret as two individual glass transitions that are splitting apart

with increasing 5CB content. One corresponds to PMMA and the other one to 5CB. The

change in the specific heat ∆cp associated with the glass transition in Fig. 4.2 (b) cannot give
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Fig. 4.2.: (a) High temperature phase behavior of the 5CB-PMMA composites: For high volume

fractions of PMMA the system undergoes a glass transition that shifts to lower temperatures with

increasing amount of 5CB. The error bars indicate the temperature range in which the transition

occurs. At low volume fractions the glass transition temperature drops below the isotropic-nematic

transition. The onset of the isotropic-nematic transition shifts to lower temperatures for increasing

PMMA contents. (b) The difference in the specific heat associated with the glass transition follows

a linear dependency on composition of the system. The inset shows a typical DSC curve and the

tangents used to extract the characteristic quantities of the glass transition.

further insight into this question. Its linear decrease with increasing volume fraction of PMMA

is in accordance with a single transition as well as two merged individual transitions.

A similar behavior was observed for other polymer solutions [Pla79, Flo93b, Flo92]. In

particular, mixtures of polystyrene (PS) and toluene were investigated in detail. Dielectric

spectroscopy, depolarized Rayleigh scattering and NMR-spectroscopy [Flo93a, Ada13, Rss85]

proved that there are indeed two glass transitions. One transition happens at a temperature

slightly above those predicted by the fox-equation and corresponds to a cooperative motion

of PS and toluene. However, not all toluene is involved in this transition. Additional “free”

toluene molecules shows a glass transition at a temperature slightly higher compared to pure

toluene. This scenario requires the existence of concentration heterogeneities in form of PS-rich

and toluene-rich domains at length scales in the order of 20 Å [Flo93a, Don82]. In how far this

picture is applicable to the PMMA-5CB compounds cannot be answered from the given data

set. The presence of the phase separation prevents necessary experiments with highly diluted

PMMA at low temperatures.

Phase separation

Below a PMMA volume fraction of ϕPMMA = 0.40 no glass transition was observed as the

sample was already phase separated. The morphology of the separation process was very si-

milar to that of the colloidal suspensions. With the onset of the isotropic-nematic transition

nematic droplets nucleated homogeneously throughout the volume and grew with decreasing

temperatures [see Fig. 4.3 (a)]. Droplets that got into contact eventually coalesced until any

large-scale structural relaxation was hindered due to the stiffness of the polymer-rich network

wall in Fig. 4.3 (b). The isotropic-nematic transition was also visible in the DSC thermographs
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Fig. 4.3.: Microscopic images of the PMMA-5CB composite at various temperatures during a cooling-

heating cycle taken under crossed polarizers. The phase separation, the Schlieren texture in the

nematic phase and the crystalline structure compare well with the phase diagram of Fig. 4.2 and the

DSC spectra of Fig. 4.4.

in Fig. 4.4 (b) but accurate temperatures could only be determined from the POM images.

The data in Fig. 4.2 (a) represent the onset temperature of the phase transition i. e. the first

occurrence of birefringent nematic droplets. At low PMMA volume fraction the transition tem-

perature followed a linear dependency that was also observed for other impurities like alkanes

[Owe80]. With increasing volume fractions, however, the decrease in the transition tempera-

ture became steeper. It is questionable if this behavior displays thermodynamic equilibrium.

The sharp rise of the viscosity of the mixture from about 20 mPa s to 1 MPa s at a volume

fraction of 0.46 %vol severely limited the nucleation and growth rates of the nematic droplets.

Even the rather low cooling rate of 0.05 K/min used in the POM experiments might have

been sufficient to supercool the sample. While this question could not be answered the higher

cooling rates in the DSC measurements were definitely large enough to supercool the sample.

Only the supercooling allowed for a determination of the glass transition temperature at this

composition. In reference [Che07] even the initial linear regime for small PMMA contents was

corrupted as the cooling rate was set to 1 K/min.

For other polymer-LC mixtures the experimentally obtained phase diagram was compared

to thermodynamical calculations. The free energy of the system was modeled as the sum of

the Flory-Huggins free energy of mixing and the nematic contribution according to the Maier-

Saupe-Model [Che07, Kar02, Kyu96]. Although the agreement between the experimental and

theoretical data was quite good the motivation for the used Flory-Huggins interaction para-

meter χ(T ) was not convincing. In many cases χ(T ) was determined by fitting model functions

to the experimental data instead of independent considerations. Since already slight variations

of χ(T ) can account for the above mentioned reduction in the transition temperatures such
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an approach is not suitable in the present case.

From the experimental point of view any information about the relative compositions was

lost in the phase separated state. So one could only distinguish between the polymer-rich

network phase and the polymer-poor LC droplets. Until a temperature of about 0 ◦C the

network phase underwent further phase separation forming additional small nematic droplets

inside the polymer-rich phase. These droplets were not directly resolved in the POM image

but their existence can be inferred from the birefringent appearance of the network walls in

Fig. 4.3 (c). This ongoing reduction of 5CB in the PMMA matrix should give rise to a glass

transition of the PMMA. However, it was not observed in the DSC spectra. As both the

change in specific heat as well as the relative content of PMMA were small the glass transition

signal might have been masked by the isotropic-nematic transition. In PMMA-E7 composites

the glass transition in the network was visible since the major part of the phase separation

happened already at about 60 ◦C [Cha95].

Glass transition and crystallization of the nematic droplets

Before proceeding with the phase behavior at temperatures below 0 ◦C we shortly discuss the

phase behavior of pure 5CB based on Fig. 4.4 (a). Just like for the PMMA-5CB composites

the observed phase boundaries of 5CB critically depend on the used temperature rates. If

cooled very fast12 the nematic phase was supercooled and 5CB transitioned into the glassy

state (GLC). In the subsequent heating the glass transition was located at a temperature of

−66 ◦C. At −40 ◦C 5CB recrystallized from the supercooled nematic state to a metastable
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Fig. 4.4.: (a) DSC thermograms of pure 5CB: Prior to the first heating the sample was cooled at a

rate of 20 K/min to the starting temperature of −150 ◦C without measuring. Afterwards the heat

flow was recorded for a set of heating [ 1©, 3©] and cooling 2© cycles. (b) In case of the PMMA-5CB

composites (ϕPMMA = 9 %vol) the first cooling 1© started at room temperature followed by a heating

2© and another cooling 3© cycle. All spectra were taken at a absolute temperature rate of 5 K/min.

12The cooling rate for which supercooling is observed depends strongly on the purity level of the 5CB. Even
small amounts can alter the behavior significantly. In our case a rate of > 20 K/min was sufficient to supercool
the majority of the sample.
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5CB
PMMA-5CB

(ϕPMMA = 9 %vol)

Phase
transition

cycle temp. T
◦C

enthalpy ∆H
J/g

cycle temp. T
◦C

enthalpy ∆H
J/g

I ↔ N 2©, 3© 35 2.4 1©, 2©, 3© 32 2.5

N → C 2© −33 32
1©
3©

−31
−26

4
23

GLC ↔
SN

1© −68
∆cp =

0.55 J/g K
1© −69

∆cp =
0.23 J/g K

SN → C 1© −42 38 2© −32 17

C1 → N 1©, 3© 27 65

C → N 2© 25 52

Tab. 4.1.: Absolute values of the transition enthalpies of 5CB corresponding to the DSC thermograms

in Fig. 4.4. The enthalpies for the composite were rescaled to account for the reduced amount of 5CB

per total sample weight.

crystalline phase C2.13 From this state a second recrystallization into the stable crystalline

phase C1 took place at about 0 ◦C until the melting into the nematic phase happened at about

25 ◦C.

At moderate and slow temperature rates 5CB crystallized already during the cooling cycle

into a mixed crystalline state of C1 and C2. Though, the transition was delayed by over 50 ◦C

compared to heating cycle. During the following heating process various recrystallization events

were observed ending again in the stable crystalline state C1. The final melting to the nematic

phase did not change either. The associated transition temperatures and enthalpies in Tab. 4.1

were in fair agreement with the literature values [Man02].

In case of the PMMA-5CB composites only part of the 5CB could crystallize even at a

moderate cooling rate of 5 K/min. A significant amount of 5CB transitioned into the glassy

state. Upon heating a recrystallization event occurred at −30 ◦C in analogy to pure 5CB as

well as several subtle events with low enthalpies that are magnified in the inset of Fig. 4.4 (b).

The relative amounts of crystalline and glassy 5CB was largely affected by the morphology of

the network. If the droplet size was small the amount of glassy 5CB was increased. Prior to

the DSC measurements the sample was cooled fast through the isotropic nematic transition to

room temperature resulting in nematic droplets with diameters in the range of a few microme-

ters. In the second cooling 3© in Fig. 4.4 (b) the droplet size was significantly larger14 and all

5CB in the nematic droplets crystallized as it was the case for the sample shown in the POM

13Here crystallinity does imply full orientation and translational symmetry in all three space dimensions in
contrast to nematic or smectic phases.

14The sample was given an equilibration time of only 30 minutes in the isotropic phase. This is not sufficient
to fully homogenize the sample via diffusion. Therefore, the already existing phase separation into polymer-rich
and polymer-poor regions aided the inotropic-nematic driven phase separation leading to a more efficient phase
separation and larger nematic droplets.
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images of Fig. 4.3. A possible explanation of this behavior is that the surface of the network

walls imposes constraints to the 5CB and thus hinders crystallization. The same effect was

observed for nematic 5CB in porous silica gels [Cra97]. However, in this study the cavities

were much smaller in the range of tens of nanometers.

The transition enthalpies in Tab. 4.1 were not in agreement with the values for pure 5CB

when normalized to the total amount of 5CB in the sample. In combination with the occurrence

of multiple recrystallization processes this suggests the existence of other crystalline structures

besides C1 and C2. Indeed, X-ray scattering spectra of the composite were not consistent with

those of pure 5CB either.

We do not go into detail on this question and do not designate the individual crystalline

phases in Fig. 4.4 (b). We rather emphasize that at sufficiently slow cooling the nematic 5CB

droplets completely transitions into the crystalline state. This is in particular the case for the

rheological and dielectric measurements that we will describe in the following sections.

4.3. Rheological properties

4.3.1. Time-concentration-superposition in the isotropic phase

We proceed with the rheology of the linear PMMA-5CB composites starting with the isotro-

pic phase at high temperatures. As we already mentioned before the reduction of the glass

transition temperature of a polymer like PMMA due to mixing with a low-molecular diluent is

known as plastification. It is often used in industrial products in order to tailor the mechanical

properties of polymeric parts. However, the plasticizing effect can only be controlled if the low-

molecular component is miscible with the polymer on a molecular level. The validity of the fox

equation is a first indication that this prerequisite is fulfilled [Fer80b, Kim93, Sch03a]. Further

insight can be gained via rheological measurements as not only the glass transition tempera-

ture is influenced by the addition of the diluent but also the complete frequency dependent

mechanical response which is described in the framework of the so called time-concentration

superposition (tcS). We start with a theoretical introduction into this concept.

Theoretical background [Fer80b]

Going deeper into the microscopic picture of diluted polymers, the reduction of the glass

transition is interpreted as a speed-up of the dynamics of the polymer chains. The addition

of small mobile molecules locally generates additional free volume for the polymer chain and

thus allows for further conformational changes. Hence, if the chain is stressed by a macroscopic

deformation of the whole sample the chain relaxes faster to an equilibrated conformation

compared to the non-plasticized polymer. The changes in free volume can be equally induced

by plastification or a change in temperature. Just as the α relaxation times τα of the polymer

is shifted to shorter times when the temperature is increased (appendix B), incorporation of
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a low-molecular diluent ϕdil has the same effect.

τα(To, ϕdil) = aC(To, ϕdil) τα(To, 0) (4.2)

In this sense the concept of time-temperature superposition (tTS) [Fer80c, Wil55, Gur] can

be transferred to a time-concentration-superposition (tcS) with temperature shift factors aT

replaced by concentration shift factors ac.

In the theoretical derivation these concentration shift factors are related to the volume

fraction of the diluent ϕdil and the free volume of the polymer fpoly via

log[ac(To, ϕdil)] =
ϕdil

ln(10)

(
f2

poly(To)

β(To)
+ ϕdil fpoly(To)

)−1

(4.3)

The shift factors ac only indirectly depend on the reference temperature To via the free volume

of the polymer and the diluent

f(To, ϕdil) = fpoly(To) + β(To)ϕdil (4.4)

and

β(To) = αdil (To − Tg,dil)− αpoly (To − Tg,PMMA) (4.5)

with the thermal expansion coefficients αpoly, αdil and the glass transition temperatures Tg,dil,

Tg,PMMA of both components. The absolute modules scale linearly with the volume fraction

of the polymer:

Gtrans(t, ϕdil) = ϕpolyGtrans[t/ac(ϕdil), 0] (4.6)

This formalism is not only valid for the transition zone of the master curve. It can also

be used in the plateau and terminal zone with slight modifications in the scaling behaviors

as long as one does not leave the regime of highly concentrated polymer solutions. In the

plateau zone the presence of the diluent leads to an increase in the entanglement spacing. As

a result, the height of the rubbery plateau shows a stronger reduction than the modules in

the transition zone. Furthermore, the escape dynamics of the polymer chain from its current

entangled configuration is accelerated:

Grub(t, ϕdil) = ϕ2
polyG[ϕ−2

poly t/ac(ϕdil), 0] (4.7)

In the terminal zone the same scaling for the modules apply but the terminal relaxation time

scales differently:

Gterm(t, ϕdil) = ϕ2
polyG[ϕ−bpoly t/ac(ϕdil), 0] (4.8)

Depending on the model the exponent b lies between 1 and 1.5 whereas empirical results stated
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b = 1.4.

tcS was successfully applied to various systems [Fer80b] such as mixtures of PS with dode-

cane [Kim93], dioctyl sebacate and dioctyl phthalate [Sch03a] or ethylbenzene [Bau96].

Application to the PMMA-5CB composites

In the following we verify the tcS concept for the PMMA-5CB mixtures. According to their

definition in (4.2) the determination of the shift factors ac require knowledge only about the

relaxation times τi or frequencies fi = 1/τi that can be obtained from frequency dependent

rheological measurements. In principle these measurements have to be done at the same tem-

perature as the scaling laws (4.6) to (4.8) are only valid for a fixed reference temperature

To. However, the shift factors ac typically span more than ten decades for the full range of

compositions which is by far larger than the natural frequency range of the rheometer [see

Fig. 4.5 (b)]. Fortunately, the relaxation process can be shifted to the accessible frequency range

by changing the sample temperature. This change in temperature in turn is accounted for with

the help of the tTS principle. Still, this strategy is not applicable for the α relaxation as the

phase separation at low PMMA volume fraction intercepts the determination of the relaxation

time. Instead, we focused on the terminal relaxation that happens at higher temperatures for

which the samples still is in the isotropic phase.

In practice the following procedure was applied. For each composition the frequency de-

pendent shear modulus was recorded for various temperatures in course of a cooling process.

Because of the upper temperature and shear modulus limit of the piezo-rheometer the mea-

surements for PMMA contents larger than ϕPMMA = 0.1 %vol were done with a classical

rheometer setup (RMS-800, TA Instruments, USA) in oscillatory rotational shear with a par-

allel plate configuration. The sample temperature was reduced stepwise giving the sample
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Fig. 4.5.: (a) If a phase separation process occurs, the temperature shift factors can be fitted to a

WLF behavior [equation (B.9)] only for the high temperatures where the sample is isotropic. The

discrepancy of the shift factor and the WLF fit at low temperatures are related to the compositions

changes due to the phase separation. (b) The concentration shift factors were determined from the

flow relaxation in the isotropic phase. The spectra refer to a single reference temperature TtcS =

100 ◦C and span more than 15 decades in frequency.



104 Polymer dispersed liquid crystals

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
- 2 0
- 1 5
- 1 0
- 5
0

0 . 0 0 . 2 0 . 4 0 . 6 0 . 80 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8
0 . 1 0

� � �

 

 
shi

ft f
act

or 
 lo

g(a
c) � � � � � � 	 � � � � � � � � � � � � � � 	 � � � � � � � � � � � � 	 � � � � � �

� � � � � � � � � 
 � � � � � � � � 
 � ϕ
� � 


� 
 �

 

 

-ϕ 5C
B/lo

g (
a c)

� � � � � � � � � 
 � � � � � � � � 
 � ϕ
� � 


Fig. 4.6.: (a) Correlation of the concentration shift factors and 5CB volume fraction at different refe-

rence temperature TtcS . The concentration shift factors span several decades depending on the tem-

peratures. (b) According to equation (4.3) a linear dependency is expected in the plot of ϕ5CB/log(ac)

versus ϕ5CB. Due to largely increased errors at low volume fractions of 5CB a reasonable fit is only

possible for a reference temperature of Tref = 100 ◦C. See text for further explanations.

10 minutes for equilibration before the start of the measurement. The master curve at the

reference temperature To,tTS as well as the temperature shift factors aT were obtained from

the superposition procedure in analogy to section 3.5. For the temperature range where the

sample was isotropic and no phase separation occurred the temperature shift factors aT were

fitted to a WLF-behavior (B.9) like in Fig. 4.5 (a) (appendix B). From this fit the WLF related

shift factors aWLF could be extrapolated for any desired reference temperature To,tcS and in

particular separated from the shift factors aPS in the phase separated state. The shift factors

aWLF were used to shift the master curves for each initial PMMA volume fraction ϕPMMA

along the frequency axis to account for the change in the reference temperature from To,tTS to

To,tcS. The terminal zones of the shifted master curves at various compositions are shown in

Fig. 4.5 (b). For each spectrum the terminal relaxation time τterm(To,tcS , ϕdil) was determined

from the crossing point of asymptotic lines to G′ and G′′ in the double logarithmic plot. Finally

equation (4.2) was applied to calculate the concentration shift factors ac for different reference

temperatures To,tcS [Fig. 4.6 (a)].

This procedure is limited to reference temperatures To,tcS that are covered or close by the

range of sample temperatures that are used to generate the master curves. Especially, if the

reference temperature lies far below the glass transition temperature the extrapolation from the

WLF fit shows large uncertainties. Therefore, no concentration shift factors could be obtained

for small 5CB volume fraction in case of the lowest reference temperature of 40 ◦C in Fig. 4.6.

Furthermore, at high reference temperature like for TtcS = 135 ◦C the errors in the shift factors

for samples with high contents of 5CB increased rapidly . For an intermediate temperature of

100 ◦C, however, the fit to (4.3) is reasonable. Both fit parameters, ffit
PMMA(100 ◦C) = (0.016±

0.003) as well as βfit(100 ◦C) = (0.027 ± 0.013), compare well with the literature value of

fg,PMMA = 0.013 [Fer80c] and β = 0.03 obtained from equation (4.5) using thermal expansion

coefficients of αg,PMMA = 1.6 · 10−4 1/K, α5CB = 1.9 · 10−4 1/K and the glass transition

temperatures in Fig. 4.2.
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The validity of the Fox equation and tcS confirms that the PMMA-5CB compounds are

homogeneously mixed on a molecular level in the isotropic state. At the same time tcS also

supplies means to correlate mechanical properties and composition of the sample. Following

this idea the shift factors aPS in Fig. 4.5 (a) can be interpreted as concentration shift factors

that are related to the composition changes during the phase separation. With the help of the

parameters found in the previous paragraph these composition changes can be quantified and

the temperature dependent concentration of PMMA in the network walls can be estimated.

Before we continue with this idea we have a closer look on the superposition behavior during

the phase separation.

4.3.2. Superposition behavior during phase separation

Fig. 4.7 shows the master curves and shift factors for various initial compositions of PMMA

and 5CB for which the phase diagram in Fig. 4.2 (a) predicts a phase separation. As the re-

ference temperature was set to 20 ◦C all master curves shifted to the same frequency range.

Their general appearance resembles that of pure PMMA which is also shown for a reference

temperature of 135 ◦C. Terminal zone, rubbery plateau and transition zone can be clearly
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Fig. 4.7.: Master curves (a) and temperature shift factors (b) for PMMA-5CB composites at various

contents of PMMA. Filled and open symbols denote G′ and G′′, respectively. The reference tempe-

rature is set to To,tcS = 20 ◦C for all samples except for pure PMMA for which a temperature of

To,tcS = 135 ◦C was chosen. The moduli of the master curves were rescaled to minimize the overlap

between the curves.
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identified and do not show any obvious sign for phase separation. The terminal zone of pure

PMMA was not accessible in the experiments as the sample foamed up at temperatures above

180 ◦. This foaming was most likely caused by the evaporation of residual impurities in the

PMMA. Similar, yet less pronounced effects were observed for the composites, too. Neverthe-

less, the superposition of the spectra was possible but the absolute values were corrupted and

therefore will not be discussed.

The shift factors in Fig. 4.2 (b) exhibit a clear signature of the phase separation (except for

ϕ = 0.46 %vol) as we already discussed above for an initial PMMA content of ϕPMMA = 9 %vol

in course of Fig. 4.5 (a). Following a shallow WLF behavior in the isotropic phase the shift fac-

tors rose sharply with the onset of phase separation. Moreover, all shift factors corresponding

to samples and temperatures in the phase separated state collapsed to a single curve when

referenced to a temperature of 20 ◦C or below. This behavior indicates that the composition

of the network walls was identical for all samples and only dependent on the temperature

according to the phase boundary line in Fig. 4.2 (a). At a composition of ϕ = 0.46 %vol the

shift factors gave no evidence for a phase separation as the whole temperature range could

be described by the WLF equation. This result is also in accordance with the phase diagram

as the diverging sample viscosity delays the phase separation or hinders it completely if the

sample is cooled too fast.

4.3.3. Concentration gauging

Up to now the connection between the shift factors and the phase diagram is based on a

comparison of sample with different initial compositions. In other words, a direct quantitative

interpretation of the shift factors for each sample on its own is still missing. Therefore, we come

back to the idea from above and use the shift factors to determine the composition changes in

the PMMA-rich network during the phase separation process.

The following stepwise numerical algorithm was applied: Starting at the onset temperature

for phase separation with a known initial composition changes in the composition due to phase

separation were calculated in small temperature decrements. In each temperature step the

corresponding shift factor aT was separated into its two contributions aWLF and aPS. aWLF

was calculated from the WLF-equation with the parameters extracted from the rheological

data in the isotropic phase. Here it was essential that the WLF calculation was not based

on the initial composition of the sample but the actual composition of the network at the

current temperature. The remaining part aPS was attributed to a change in composition ∆ϕ

according to equation (4.3). Knowing the new composition of the network the whole calculation

was repeated for the next temperature until the lowest temperature is reached.

The results of this calculation are shown in Fig. 4.8 in terms of the temperature dependent

volume fraction of PMMA inside the network walls averaged over different initial polymer

concentrations. The error bars give a measure of the standard deviation of all tested samples.

The overall agreement with the phase diagram is fair. In particular the non-linear drop of the

onset temperature for phase separation with increasing volume fraction is correctly reproduced.
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Fig. 4.8.: Local PMMA

concentration in the net-

work walls as a function

of temperature estimated

from the concentration and

temperature shift behavior

of PMMA-5CB mixtures.

The data is compared to the

observed onset temperature

for phase separation in

Fig. 4.2 (a).
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However, there are larger deviations at the lower temperatures which can have several reasons.

Since the algorithm works consecutively initially small errors increase steadily with the number

of iterations and thus become largest for the lowest temperatures. The deviations can also be of

physical origin. The phase diagram data were obtained from POM measurements at a cooling

rate of 0.05 K/min which was slower than for the rheological measurements [(0.1− 1) K/min].

Therefore it can be assumed that the average size of the nematic domains in the rheological

measurements was smaller (compare chapter 3) and the network walls were thinner. If now the

phase separation was dominated by diffusion of 5CB molecules in PMMA thinner walls allowed

for a faster phase separation. In this case the kinetic hindrance, that led to the depression of

the onset temperature in the POM measurements, was reduced for the rheology measurements.

Consequently, the calculated polymer concentrations are higher than those predicted by the

phase diagram.

4.4. A complementary approach: Dielectric spectroscopy

4.4.1. General measurement idea

The concentration gauging relies on the assumption that tcS works not only for the isotropic

high temperature phase of the PMMA-5CB compounds but also for the network walls in the

phase separated state. As we discussed above this requires a homogeneous mixing of PMMA

and 5CB on a molecular scale. Dielectric spectroscopy (DS) is a technique that can give

further insight into this question as it tests the rotational dynamics and relaxation behavior

of molecular dipols, i. e. 5CB molecules and the monomeric units of the PMMA. However,

the dipole moment of 5CB µ5CB ≈ 5 Debye [Pes06] is larger than that of a PMMA unit

µPMMA ≈ 1.4 Debye [Shi94]. So, the dielectric response of the sample is dominated by 5CB.

In this respect DS is complementary to the rheological measurements that gives information

about the dynamics of the PMMA chains [Nob08].

In particular we are interested in the 5CB that is located in the network walls in the
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phase separated state. Unfortunately, the corresponding dielectric response is masked by the

signal of the nematic droplets that contain the bigger part of all 5CB in the system. Both

contributions cannot be separated in the nematic state but as soon as the 5CB molecules in

the nematic droplets crystallize their mobility is strongly restricted and the dielectric strength

is largely diminished. Now the dielectric response is dominated by isotropic 5CB molecules in

the PMMA matrix as well as supercooled nematic 5CB molecules that cannot crystallize due

to confinement.

In the experimental realization the sample was cooled stepwise from the isotropic phase

to a temperature of −65 ◦C. At each temperature the complex dielectric function ε?(ω) is

recorded for the full frequency range from 10−3 Hz to 107 Hz. Since the measurement at each

temperature took about one hour the effective cooling rate was sufficiently small to prevent

supercooling of the nematic droplets (compare section 4.2.2). Obviously such an procedure is

not suitable for pure 5CB as the whole sample crystallizes. Instead, the sample was cooled

very fast below the glass transition temperature of −68 ◦C. During the subsequent heating the

complex dielectric function ε?(ω) of the supercooled nematic 5CB could be measured up to

the recrystallization temperature.

4.4.2. Rotation relaxation spectrum

We start with the discussion of the dielectric relaxation of pure 5CB [Kre03c]. Due to its

chemical structure the 5CB molecule has a large dipole moment of µ5CB ≈ 5 Debye [Pes06]

that is oriented approximately parallel to the long axis of the molecule. In the isotropic phase

the molecules show no preferential orientation and the dielectric function ε?(ω) is isotropic

and can be described by a scalar value. On the molecular level there is only a single relaxation

process that involves rotations of the 5CB molecule.

In the nematic phase, however, the average orientation of the molecules along the nematic

director causes an anisotropy in ε?(ω) that must now be described by a tensor. The two main

components ε?‖(ω) and ε?⊥(ω) refer to parallel and perpendicular directions with respect to the

nematic director. These components can be identified with two different relaxation processes

of the molecule. The slower δ-process is associated with 180 ◦ rotations of the molecule around

its short axis. The other process combines three tumbling motions of the molecule around its

long axis with similar dynamics and is referred to as the α-relaxation [Roz96, Cra97].

Both processes can be clearly identified in Fig. 4.9 that shows the imaginary part ε′′(ω) of the

measured dielectric function in the supercooled nematic phase. The spectrum was fitted to the

Havriliak-Negami function in equation (2.35) in order to determine the dielectric strengths

∆εα/δ as well as the relaxation times τα/δ. These data are depicted in Fig. 4.10 for various

temperatures. Both processes follow the phenomenological Vogel-Fulcher-Tammann (VFT)

equation:

τ = τo exp

(
D

T − Tinf

)
(4.9)
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A Vogel-Fulcher-Tammann behavior usually indicates the presence of a glass transition [Zel82,

Bra07]. As a general convention in dielectric spectroscopy the corresponding glass transition

temperature is taken at the point where the relaxation time equals τ = 10−2 s. The extracted

values are almost identical for both processes with a value of about −67 ◦C that coincides with

the glass transition temperature obtained from DSC.

At higher temperatures in the isotropic and nematic phase a contribution of mobile ions was

identified. The corresponding conductivity decayed exponentially with the inverse temperature

indicating a Arrhenius-like behavior

τ = A exp

(
− EA
RT

)
with an activation energy of EA = (2.7± 0.1) kJ/mol.

In case of the PMMA-5CB compounds the ion conductivity was significantly increased in

the isotropic phase. Upon the onset of phase separation, however, the conductivity approached

the data of pure 5CB as the nematic droplets are almost free of PMMA. At a temperature of

about 0 ◦C the difference completely vanished.

The δ-relaxation time is slightly decreased compared to pure 5CB but more importantly

its dielectric strength dropped down by one order of magnitude compared to pure 5CB. This

decrease cannot be explained by the replacement of 5CB by PMMA in the composites as the

PMMA volume fraction was only 9 %vol. Instead x-ray diffraction experiments (not shown)

revealed that part of the 5CB molecules paired together and formed dimers. These dimers had

a largely reduced dielectric susceptibility compared to two single molecules and thus reduced

the dielectric strength. As the 5CB in the nematic droplets crystallized the δ-relaxation time

τδ further reduced and the dielectric strength was lowered to a level of 3 % of the initial

value in the nematic phase. The non-crystallizing molecules contributing to this signal were

located in the glassy PMMA matrix of the network wall. If we assume that the effective
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Fig. 4.9.: (a) Exemplary dielectric spectra of the PMMA-5CB composite at a PMMA volume fraction

of ϕPMMA = 9 %vol in comparison to pure 5CB. Due to the presence of the polymer the dynamics of

the α and δ relaxation shifted to higher frequencies (indicated by the arrows). (b) In addition two

other relaxation modes γ and γ? appeared for the composites that were not present in pure 5CB.
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Fig. 4.10.: Dielectric relaxation times and ion mobilities (a) as well as the corresponding dielectric

strengths (b) for pure 5CB in comparison to the 5CB in the PMMA based composites.

dielectric strength T ·∆ε was proportional to the number of contributing 5CB molecules the

PMMA volume fraction in the network walls amounted to 76 %vol. The discrepancy between

this value and the result of the concentration gauging (ϕPMMA ≈ 55 %vol) is quite substantial.

Though, both values refer to different temperatures, i. e. −10 ◦C in case of DS and 20 ◦C for

the rheological data. Taking into account that the 5CB molecules in the glassy PMMA matrix

were still mobile, phase separation could happen via diffusion even below the glass transition

of PMMA. Hence further composition changes in the network walls below 20 ◦C were possible

and could explain the discrepancies.

Two additional relaxation processes γ and γ? can be identified in ε′′(ω) [see Fig. 4.9 (b)]. The

corresponding relaxation times are larger than for the α and δ relaxation and their temperature

behavior follows the VFT model. Similar relaxations were also observed for other polymer-

LC compounds and their origins were controversially discussed without a decisive conclusion

[Hor04, Zho03, Bra06]. The large interfacial area in the network state gives rise to pronounced

interface effects. The well known Maxwell/Wagner/Sillars polarization that is related to the

motion of mobile ions at the interface, however, has a slower dynamics and is expected at longer

relaxation times [Zho03, Bra06]. Partial immobilization of 5CB molecules in an interface layer

can also be responsible. These molecules form bonds with the polymeric wall but frequently

exchange with free molecules which contributes to ε?(ω) as a relaxation process. Such an effect

was identified in porous materials with large internal interfaces [Cra97] but can only account

for one of the processes γ and γ?.



4.4 A complementary approach: Dielectric spectroscopy 111

4.4.3. Restricted motion of 5CB in the PMMA matrix

Coming back to the initial question of the distribution of 5CB in the PMMA matrix we focus

on the α and δ relaxation modes of the 3 % fraction of 5CB molecules in the network walls.

The speed-up of the rotational dynamics of these molecules compared to the supercooled pure

5CB again seems to be a general feature of PDLC as it was observed for other systems, too

[Bra06, Hor04, Zho03]. Though, a detailed discussion is missing. Assuming a homogeneous

mixing of PMMA and 5CB this effect can be explained by the restricted rotational diffusion

model (RRD) [Wan80, Oli85].

Theoretical model [Wan80]

A freely moving rod-like molecule such as 5CB does not experience any constrains regarding

its rotational motion. Hence, the probability density P (û, t) of the molecule to be oriented

along the direction û at time t is constant over the whole unit sphere parametrized by polar ϑ

and azimuthal angles ϕ. If, however, the 5CB molecule is confined by the much stiffer PMMA

matrix its rotational motion is restricted to the subset of rotational states that lie in a cone

with an opening angle of ϑo [see inset in Fig. 4.11 (b)]. Furthermore P (û, t) is not uniform as

it must decay continuous to zero at the edge of the cone:

∂P (û, t)

∂ϑ

∣∣∣∣
ϑ=ϑo

= 0 (4.10)

In the mathematical description of this problem P (û, t) is found by solving the three dimen-

sional diffusion equation with the boundary condition (4.10). Based on this probability density

the rotational diffusion constant DRRD in the constraint case is related to the diffusion constant

Do of the freely moving molecules via

DRRD = ν (ν + 1)Do (4.11)

ν is a positive constant exceeding 1 that varies inversely with ϑo [Wan80]. Hence, the smaller

the opening angle ϑo is, the faster the diffusion is compared to the free molecule, and the

relaxation time decreases.

This result can be directly understood in a more general physical context. In equilibrium

the molecule occupies a well defined region in the phase space of rotation angles and angular

momentum. The volume of this phase space tends to be maximal and is only bound to the

Heisenberg uncertainty relation. Therefore, any restriction of accessible rotation angles involves

an increase of the angular momentum of the molecule. The rotational motion becomes faster.

Application to the PMMA-5CB composites

If we apply the RRD-model to the relaxation time data in Fig. 4.10 (a) the cone angle was

found to be constant at about 55 ◦ down to a temperature of about −35 ◦C [Fig. 4.11 (b)]. Upon

further cooling there was a rather sharp transition to a regime where ϑo decrease linearly to
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Fig. 4.11.: The speed-up of the relaxation modes for the PMMA-5CB composites compared to the

pure 5CB can be explained in terms of an restricted diffusional motion. The space available for the

mesogenic molecules to freely relax is reduced because of the presence of the polymer.

almost 0 ◦ at −75 ◦C.

There is no obvious reason for this crossover. As the exact mechanisms causing the constraint

is not specified in the RRD-model one possible explanation is the presence of two contributing

processes: At higher temperatures the PMMA matrix restricts the motion of the 5CB molecule.

According to the fox equation the PMMA related glass transition for a ϕPMMA = 76 %vol

mixture happens at 44 ◦C. Hence, the PMMA is already in its glassy state defining a rigid

temperature independent environment for the 5CB leading to a constant cone angle. The 5CB

molecule might experience an additional constraint by neighboring 5CB molecules. Above

−35 ◦C this effect is negligible but becomes increasingly important as the general dynamics

of the 5CB molecules is slowed down when approaching the glass transition. Clearly we are

not able to ascertain this picture the given set of experimental data. NMR-measurements can

give further insight when following an analogous strategy like for PS-toluene compounds in

reference [Rss85]. Moreover, the influence of the beta-relaxation of PMMA [Rib85, Sch94] on

the dynamics of the 5CB molecules needs to be examined.

Although a definite interpretation of the results in terms of the RRD-model is not possible at

this point the differences in the relaxation times of pure 5CB and the composite gives further

indications for a homogeneous mixing of PMMA and 5CB in the composites. If the sample

was phase separated on lengthscales smaller than the resolution of the optical microscope no

difference in the relaxation times would had been observed.

4.5. Conclusions and Outlook

We presented a study of the phase behavior and rheological properties of PMMA-5CB com-

posites for the full range of compositions. At high temperatures both components are mixed

homogeneously forming a single phase that undergoes a glass transition for high polymer con-

centrations. In case of small PMMA contents there is an isotropic-nematic phase transition

that leads to a phase separation into a network-like structure of virtually PMMA-free droplets

of nematic 5CB and polymer-rich network walls. Both, the glass transition temperature as
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well as the onset temperature of phase separation are lowered when approaching their crossing

point at medium concentrations of about 50 %vol.

The rheology is dominated by the polymer dynamics of the PMMA that is accelerated in the

presence of 5CB. In the isotropic phase the principles of time-temperature-superposition (tTS)

and time-concentration-superposition (tcS) were successfully applied to quantify the influence

of temperature and composition changes. It turned out that these descriptions are also valid

for the network walls in the phase separated state. As a result the network composition during

the phase separation could be determined and showed reasonable agreement with the phase

diagram.

The whole analysis is based on the assumption that 5CB is homogeneously dispersed in the

PMMA matrix of the network walls. Dielectric spectroscopy indicated that this is indeed the

case. The measurements did not only reproduce the expected proportions of 5CB and PMMA

in the network walls but also revealed a speed-up of the rotational relaxation of 5CB molecules

due to the confinement by the glassy PMMA matrix.

In the following we relate these observations to other systems focusing on two aspects: In

how far is tcS applicable to phase separating polymer melts and solutions in general? And, how

do the results of the PMMA-5CB composites relate to the network formation in LC-colloidal

suspensions?

4.5.1. Generality of time-concentration-superposition

The tTS and tcS principles rely on the assumption that all relaxation times in the system have

the same dependency on temperature and composition, respectively. In case of tTS this requi-

rement is often fulfilled with numerous examples in literature [Fer80c, Wil55, Gur]. Though,

there are several reasons that can cause a breakdown of the superposition principle. Phase

transitions such as crystallization fundamentally change the nature of the relaxation processes

and does not allow for a simple superposition [Tob55]. Structural changes can also occur in

isotropic polymer melts in course of cooling or shearing and thus prevent proper superposition

[Cav87]. In multicomponent systems micro phase separation [Han93] or temperature depen-

dent interaction between the components [Col89] can corrupt the superposition behavior.

Seeing all these complications it is quite remarkable that tcS works in our case at all and

in particular can be applied to systems involving phase separation. The lack of experimental

studies on other systems apart from the PMMA-5CB composites supports this statement.

Though, it is questionable whether a proper superposition behavior is hindered in other phase

separating systems because of fundamental changes in the relaxation behavior or because of

more practical reasons. Obviously the morphology has a strong influence on the rheological

measurements as the polymer-rich phase must form a percolating network. Any phase separa-

tion process that leads to isolated polymer rich droplets cannot be investigated with classical

rheometry. Furthermore, the composition of the phases needs to be well defined. A broad dis-

tribution of relative concentrations leads to a broadening of the relaxation time spectrum and

tcS will fail. These conditions of percolation and homogeneity are fulfilled for the PMMA-5CB
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composites as the PMMA-rich network is system spanning even for polymer concentration

down to 5 %vol and the composition of the network walls is well defined by the underlying

phase diagram of PMMA and 5CB.

A careful revision of the superposition behavior of other systems might give further evidence

of a generality of tcS. Beside to other PDLC systems aqueous solutions of xanthan [Cuv86]

are worth a closer look as the temperature dependent shift factors exhibit two different tempe-

rature regimes [Cho10] similar to those in Fig. 4.7 (b). Unlike the isotropic-nematic transition

for the PMMA-5CB composites a conformational change of the xanthan molecules [Tak93]

separates both domains.

4.5.2. Comparison with colloidal-LC composites

The initial motivation of this study was to verify the model of the network walls in the colloidal

LC suspension from section 3.8. We shortly recapitulate the essential concept: Due to partial

swelling and dissolution of the used PMMA particles the local composition of the newly formed

network walls varies strongly. Upon cooling PMMA and 5CB further phase separates within

the walls starting with most diluted regions according to the PMMA-5CB phase diagram. Via

this process the local composition aligns across the complete network walls until the PMMA

is in its glassy state.

If this model is correct the temperature dependent mechanical response of the colloidal net-

work must be similar to the network formed from the polymer solution. Fig. 4.7 shows that

this is indeed the case. The temperature shift factors coincide for the whole temperature range

except for the initial network formation at about 35 ◦C. Yet, the master curves exhibit striking

differences. Although the general shape and extension along the frequency and modulus axes

are identical the rubbery plateau is not evolved for the colloidal sample and the transition into

the glass happens at lower frequencies. However, these deviations are related to a broad dis-

tribution of relaxation times caused by the heterogeneous consistency of the colloidal network

walls and thus actually support the proposed model. So, our strategy to get further informa-

tion on the network composition in LC-based colloids by means of an analogue investigation

of the composites with linear PMMA chains worked out as planned.



5. Nanoindentation of aggregated particles

Nanoindentation has been widely used to characterize atomic matter such as metals, ceramics

and polymers. Although the specimen is tested only very locally the extracted mechanical

quantities like hardness and Young’s modulus are in good agreement with those obtained

from classical macroscopic testings [Hay09]. This might be related to the fact that despite

of indentation depths down to 0.25µm sufficiently large ensembles of atoms or molecules are

tested to treat the specimen as a continuous material and obtain average material properties

[Cat06]. This is not necessarily the case for colloidal systems. A priori, the aggregate must be

regarded as a composite rather than a continuous material. Therefore, it is questionable if stan-

dardized methods for the analysis of nanoindentation data can be used for colloidal systems.

Even if the indentation depths were increased the number of involved particles in colloidal

systems is effectively 105 times smaller than for atomic systems due to enlarged inter-particle

spacings. The question of applicability is intensified if obvious differences in the interaction

mechanisms between the constituent elements are taken into account. Though, colloids have

been intensively used to model atomic systems [Sur06]. Increased lengthscales enable for opti-

cal observation with light microscopes and lead to slowed down kinetics compared to atomic

systems. Capillary waves could be visualized in real space [Aar04] and colloidal glasses helped

to understand the phenomena of a glass transition [Bes07, Wee00a]. In former studies on the

indentation of extended colloidal crystals the nucleation of defects could be explained in the

theoretical framework usually used for atomic crystals [Sur06, Sch05].

In the present study we test the validity of the widely used analysis by Oliver and Pharr

[Hay09, Oli04, Doe86] for nanoindentation data of colloidal aggregates. The aggregate struc-

ture is rather dense and stiff as the particle interactions are dominated by adhesion and solid

bonds. Special emphasis lies on the influence of structural characteristics of the aggregate as

well as particle bonds. We complement the nanoindentation experiments with real-space ima-

ging using confocal microscopy. With the help of particle localization and tracking algorithms

the particulate structure of the aggregate as well as displacements of all particles during in-

dentation are obtained in all three dimensions. These displacements enable for a calculation

of the local strain tensor that can be related to predictions from continuum theories. If this

comparison turns out to be positive there is a good chance that resulting mechanical quanti-

ties display average material properties of the colloidal aggregate. Tough, for the moment it

is delicate to properly define a Young’s modulus or a Poisson ratio on the tested mesoscopic

scale. Therefore, we refrain from using these terms and their definition in equation (2.22) and

rather use the effective elastic modulus Eeff in analogy to (2.19).

In the following we give a short motivation for the study of the mechanical properties of
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stiff colloidal aggregates from an industrial point of view. Thereafter we introduce the methods

for preparation and structural analysis of the aggregates (section 5.2). In the first part of the

indentation experiments we focus on the microscopic distribution of displacements and strains

as well as reorganization effects for amorphous and semi-crystalline structures (section 5.3). We

compare our results with the predictions of a continuum model as well as with former studies

on the indentation of atomic matter. In section 5.4 the analysis of nanoindentation data in

analogy to the theory of Oliver and Pharr is presented and the extracted mechanical properties

of hardness and effective elastic modulus are related to the microscopic reorganization effects.

Half of the indentation experiments were done as part of a collaboration with Carsten

Schilde and Professor Dr. Arno Kwade at the Institute for Particle Technology (iPat)

at the University of Braunschweig. The greater greater part of this chapter is published in

the paper ‘Colloidal aggregates tested via nanoindentation and simultaneous 3D

imaging’ [Rot11b].

5.1. Industrial motivation

Micro- and nanometer-sized particles are frequently used as filler material in various industrial

products of daily life. Depending on the application certain requirements related to morpho-

logy, abrasion resistance, specific surface and tendency to agglomeration must be met. These

properties depend on the physio-chemical properties of the used materials as well as the tech-

nical control of the production process. Yet, in many cases the particles are not produced

as single primary particles but rather as aggregates consisting of several primary particles.

Additional mechanical treatments are required in order to obtain isolated primary particles or

certain aggregate sizes. Different grinding and dispersing processes might serve this purpose

[Sch07, Sch10b] but what method is most efficient depends on the structural and material pro-

perties of the aggregates [Zac09]. Therefore, especially the breakage energy as well as hardness

and elasticity of nanostructured aggregates have to be considered [Sch09a, Sch09b].

Ordered and disordered assemblies of colloids also attracted interest because of their advan-

tageous preparation in large scales and via self-assembly techniques. Examples are photonic

colloidal crystals that show a great potential as optical elements [Zum10, Vla01] or surfaces

that can be made super-hydrophobic by coating them with hydrophobic raspberry-like partic-

les [DAc10]. Beside to their primary function again the mechanical properties play a key role

as these colloidal aggregates must render a certain mechanical stability for a convenient usage

in daily life.

Indentation experiments have been used before for the mechanical characterization of colloi-

dal aggregates. Basic research on the deformation and fracture behavior of aggregates under

loading were done by Kendall and Weihs [Ken92] and Raichman et al. [Rai06]. Kendall and

Weihs observed elastic and plastic deformations of aggregates during compression tests. In

their experiments, the total macroscopic behavior of aggregates was characterized but on-

ly little information about the dominant processes inside the aggregates could be obtained

[Ken92]. Especially particulate reorganizations, the overall stress distribution inside the ag-
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gregate and the nature of plasticity remained unclear. Raichman et al. [Rai06] characterized

the mechanical strength of individual small silver agglomerates via nanoindentation. Howe-

ver, the interpretation of the results was complicated due to large statistical scatter, varying

structural properties and a difficult fixation of the aggregates on the substrate.

5.2. Materials and methods

5.2.1. Sample Preparation

PMMA particles were prepared via dispersion polymerization in presence of the fluorescence

dye Nile Red. The principle synthesis route is described in Appendix C. The particles had a

mean diameter of 1.65µm and a polydispersity of 5 % determined from SEM images on the

basis of 100 particles.

Colloidal aggregates were prepared as thin films with thicknesses ranging from few layers up

to 40µm. Such extended films are advantageous compared to isolated aggregates as the me-

chanical properties are not affected by finite size-effects and results from different indentation

spots are well comparable. Local surface height variations did not exceed 2µm over 10µm in

lateral dimensions. The preparation of all colloidal films used in this study started with a sus-

pension of the base particles in a suitable dispersion liquid that was eventually enriched with

additives and finally dried on a glass substrate. Originating from the same synthesis batch,

differences in the particle properties were avoided. Hence, preparation methods only varied

with respect to the choice of liquids for the initial suspension, additives and evaporation rates.

For the first set of films neat hexane (98 %, Sigma-Aldrich Chemie GmbH, Germany) was

used to disperse the particles. One film was prepared by drying the suspension at an elevated

temperature of 50 ◦C on a heating plate without any further environmental control. Due to

the fast evaporation and presumably strong convection during evaporation of the hexane no

crystals nucleated and the resulting structure turned out to be completely amorphous.

In a second experiment the hexane was dried very slowly in course of a whole day in an

almost saturated hexane environment giving the particles time to sediment. Due to the small

polydispersity [Pus86, Pus09] of the particles and sufficiently fast diffusion compared to se-

dimentation velocities [Dul06, Kur10] a semi-crystalline sediment was formed with crystal

Fig. 5.1.: Computer reconstruction of a

half-cylindrical shaped section of a semi-

crystalline film obtained from LSCM

images. The structure is cut in half to re-

veal the different crystal domains that are

distinguished by different colors. Particles

belonging to the amorphous part are whi-

te. The algorithms to determine 3D particle

coordinates and to identify crystal domains

are described below.
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Fig. 5.2.: Scanning electron microscope

images of a film made of PMMA particles

with additional PS (1 %vol with respect to

the amount of PMMA). The homogeneous

distribution of PS throughout the whole film

is visualized in the large image. The PS co-

verage of the PMMA particles and the solid

bridges are revealed if a particle is broken

out of the film (see inset).

domains of up to (25µm)3 in size embedded in variable amounts of amorphous regions. The

structure was mechanically stable even in the final stage of evaporation and almost no cracks

evolved. A representative structure is shown in Fig. 5.1 as a computer aided reconstruction.

For a second set of samples a mixture of cyclohexyl bromide (CHB 98 %, Sigma-Aldrich

Chemie GmbH, Germany) and (DEC) was used to suspend the PMMA particles at a volume

fraction of 10 %vol. Various amounts of polystyrene (PS, Mw = 64 kg/mol, PDI = 1.03) were

dissolved in the suspension to incorporate a tunable amount of solid bridges between the

particles in the dried film. The mixing ratio of CHB and DEC was set to 4:1 for practical

reasons: Pure CHB swells and partially dissolve the particles while films casted from pure

DEC were not stable and peeled off the glass substrate after evaporation. Moreover, the film

surface was very smooth which might be related to the approximate density matching of the

solvent mixture and PMMA.

In the liquid state the dissolved PS acted as a depletion agent and induced attractive forces

between the particles. As a result the particles aggregated to extended clusters [Lu06]. Yet,

these attractive forces were small compared to the hydrodynamic forces acting on the particles

during drying at 50 ◦C. In the late stage of the drying process the remaining amount of CHB

and DEC allocated on the surface of the particles15 forming capillary bridges between them.

The PS was strongly enriched in these regions forming solid bridges of glassy PS16 when the

solvent was completely evaporated.

These bridges as well as the homogeneous average distribution of PS through the whole

sample can be seen in the scanning electron microscope images in Fig. 5.2. Due the presence

of the PS the effective particle density was slightly reduced compared to the films without PS

(see table 5.1) and the initially formed particles clusters induced a slight heterogeneity in the

local particle concentration.

All preparation methods, chemical composition as well as their structural properties are

summarized in table 5.1

15Apparently the mixture of CHB DEC wets the particles as the macroscopic contact angle was almost 0 ◦.
16The glass transition temperature of PS is about 95 ◦C
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Initial
suspension

Preparation
method

Structure

Particle vol.
fraction
(%vol)

2 %vol PMMA
in Hexane

slow drying
at 50 ◦C

amorphous (63± 2)

2 %vol PMMA
in Hexane

fast drying
at 50 ◦C

semi-crystalline
Ncryst/Ntotal =
(0− 90) %
(see text)

(67± 2)

10 %vol PMMA and
(0.02− 0.1) %vol PS in
4:1(vol) mixture of
DEC and CHB

fast drying
at 50 ◦C

amorphous (67± 2)

Tab. 5.1.: Preparation methods and structural parameters of the colloidal films. The errors give a

measure of the variations for different indentation positions on the sample (see section 5.2.3). The

methods used for the structural characterization are described below.

5.2.2. Structural characterization

The structural characterization of the films was based exclusively on the confocal microscope

images. The starting point of the analysis was the extraction of the 3D coordinates of all

particles by using the algorithm by Crocker, Grier [Cro96] and Weeks [Wee00a] introduced in

section 2.1.3. In the following these 3D coordinates were further processed to obtain characte-

ristic structural quantities such as the number of nearest neighbors, the local ordering of the

particles and the crystallinity of the film.

Nearest neighbors

There is no unambiguous definition of the term nearest neighbors. In systems where particles

interact predominantly via frictional sliding or deformation of solid bridges it is most ap-

propriate to call two particles nearest neighbors if they are in physical contact. However, in

practice a distinction to particles that are just close by each other is difficult because of the

finite resolution of the confocal images and localization algorithm as well as the polydispersity

of the particles. Therefore, we declared two particles to be nearest neighbors if their separation

distance fell below a predefined value Do. This limiting distance was obtained from the distri-

bution of inter-particle distances in the film, the so called radial distribution function (RDF)

[Oht08]. The RDFs for an amorphous, a semi-crystalline and a simulated, fully crystalline

structure are depicted in Fig. 5.3. All graphs display a maximum at a normalized distance

D/2Rp = 1 with Rp denoting the average radius of the particles. The maximum embraces all

particles in close vicinity (first shell) to the reference particle, i. e. the nearest neighbours. In

contrast to the simulated data the maxima corresponding to the real structure have a finite

extension and the subsequent minimum discriminates the nearest neighbors from the farther

particles. The minimum is located at approximately D/2Rp = 1.2 which we chose as radial
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distance for the discrimination of the nearest neighbors. For this value the average number of

nearest neighbors Nn in hexagonally closed packed crystalline regions equaled 12 as expected.

Beside to the number of nearest neighbors the RDF also gives a first estimate about the

overall crystallinity. In case of a highly crystalline structure the RDF consists of well-defined

maxima with absolute heights and radial positions that are characteristic for the crystal lattice.

In the present case the maxima of the semi-crystalline film coincided with the simulated face

centered cubic lattice.

Local order parameter

In addition to the number of nearest neighbors Nn also the local ordering of the particles is of

interest. It is a direct measure of local crystallinity [Lec08]. We used the algorithm introduced

by Steinhardt et al. [Ste83] to calculate the bond order parameter q̄l(i) for each particle i as

a multiple weighted average of spherical harmonics Y (lm)(~u (ij)) of the bond vector ~u (ij) over

all nearest neighbors j as well as over all allowed values for m ∈ [−l, . . . , l] [Ste83].

qlm(i) =
1

Nn

Nn∑
j=1

Ylm(~u (ij)) (5.1)

q̄lm(i) =
1

Nn

Nn∑
j=0

qlm(j) (5.2)

q̄l(i) =

[
4π

2 l + 1

l∑
m=−l

|q̄lm(i)|2
]1/2

(5.3)

The different starting indexes j = 1 and j = 0 in the first two sums denote that the particle

i itself is excluded and included, respectively. Since most crystal lattices of densely packed

spherical particles (face centered cubic, hexagonal closed packed, random hexagonal closed

packed) involve 4,6 and 8-fold symmetries, l = 4, 6, 8 are common choices. Although different

crystal lattices can be distinguished with the help of a combined discrimination analysis of

the corresponding q̄l [Lec08], adjacent crystal domains with the same lattice but different
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Fig. 5.4.: (a) Crystallinity (left axis, filled symbols) and q̄6 ·Nn (right axis, open symbols) for semi-

crystalline (data from single indent positions, see section 5.2.3) and amorphous samples (averaged

over all indents on each sample). In case of the semi-crystalline structure both quantities were strongly

correlated with the sample thickness in particular for low and medium degrees of crystallinity. In

case of the thickest semi-crystalline sample the data scatter was rather large. The amorphous films

was characterized by constant values for crystallinity and q̄6 · Nn irrespective of film thickness. (b)

Proposed correlation between crystallinity, number of nearest neighbors Nn and order parameter q̄6.

Although we do not discuss any scaling laws the approach to a more crystalline particle assembly

with increasing order and local particle density is obvious.

orientations might not be separated. However, such kind of stacking faults can be crucial for

the transmission of stresses in crystalline structures. [Li02]

Crystallinity

We developed a different algorithm to find and separate crystal domains that mimics the

nucleation and growth-principle: At first a nucleus, i. e. a small group of neighboring particles

with a defined crystal lattice structure and orientation, must be identified. Once such a nucleus

is found, further neighboring particles are tested successively for their conformity with the

crystal lattice and if positive are added to build up the whole domain. The domain is complete

if no further neighboring particles can be added. Then the nucleus of a new domain is defined

until all crystalline domains are identified and only amorphous regions are left.

The search for a new nucleus starts with a particle and its at least 10 nearest neighbors that

are found to be in a highly ordered local environment, i. e. with high values of q̄6. Though,

this group of particles do not necessarily form a crystalline nucleus. Crystallography tells

that the vector connecting two arbitrary particles of a crystal lattice can be described by a

characteristic linear combination of three linear independent base vectors. Consequently two

bond vectors, i. e. the connecting vector between two neighboring particles, enclose angles

that are characteristic for the crystal lattice, e. g. 120 ◦ for a hexagonal lattice or 90 ◦ for a

cubic. In general, such two bond vectors are sufficient to define the lattice base vectors and all

other bond vectors if the crystal lattice type is known. So, one chooses pairs of experimentally
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determined bond vectors with specific bond angles to calculate the third base vector as well

as all bond vectors of the central particle to each of its nearest neighbors. If these calculated

bond vectors coincide with the experimentally determined vectors for a special crystal lattice

a nucleus and a new set of base vectors are found. Experimental errors in the bond vectors are

compensated by suitable tolerances that depend on the given data set and sample system.17

The nucleus is the first precursor of the complete crystal domain. During its growth adjacent

particles are incorporated into the domain if the corresponding bond vectors can be described

by the lattice base vectors. Unfortunately, this requirement alone eventually result in a chain-

like morphology of the domain which is unrealistic. Therefore, a particle can only join a

crystal domain, if a certain number of its nearest neighbors already belongs to the domain.

This condition ensures a globular shape of the domain. In practice a minimum number of two

crystalline neighbors is reasonable.

The results of this analysis are exemplary shown in the computer aided reconstruction of

a semi-crystalline film in Fig. 5.1. Particles not belonging to a crystal domain appear white

while the remaining particles are colored according to their membership to different crystal

domains. The clear distinction between crystalline domains and amorphous regions allowed

for an easy definition of the local crystallinity in terms of the total fraction of crystalline

particles within a limited volume. In our case we defined this volume by means of the range

of deformation in the indentation experiments which was in the order of (30µm)3. Since the

extension of the crystalline domains was in the same order of magnitude as this averaging

volume the extracted values for the number of crystalline domains and the total crystallinity

showed large spatial variations. In addition the crystallinity depended on the overall thickness

of the film. Thinner films had lower degree of crystallinity as can be seen from Fig. 5.4 (a). The

crystallinity and the product of the order parameter q̄6 and the number of nearest neighbors

Nn was correlated. Given the fact that Nn and q̄6 are measures of the local particle density

and ordering respectively this correlation comes out naturally [Fig. 5.4 (b)].

5.2.3. Indentation modes

The colloidal films were tested in two different indentation modes. The first one is a nanoin-

dentation experiment as it was already discussed in the experimental section 2.2.2. The film

was indented with a commercial device - TriboIndenter® TI 900 from Hysitron Inc equipped

with a Berkovich diamond tip - featuring a measurement of the force acting on the indentor at

a given depth inside the sample. The indentation speed and maximal indentation depth was

set constant to 0.5µm/s and 3µm, respectively. In order to increase the measurement stati-

stics each sample was indented at multiple locations. After indentation the films were imaged

with the confocal microscope firstly to determine the local structure in terms of the above

introduced parameters. Second, standard image analysis was used to get an estimate of the

extension on the indent as we will discuss in section 5.4.2. Clearly in this indentation mode any

17Dried structures where particles are direct contact show less uncertainties than crystal domains in suspen-
sion with next neighbors distances exceeding the particle diameter.
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information about the deformation field inside the film as well as particulate rearrangements

during the indentation was missing.

Therefore, another experiment was set up to image the colloidal film quasi-continuously

during the complete indentation process. Using the setup, that was presented in section 2.2.2

and Fig. 2.11, the indentor was pressed into the film in steps of (0.5− 1)µm up to a maximal

indentation depth of 3µm. After each step the indentor was halted and the whole film structure

was imaged. With the help of tracking algorithms (section 2.1.4) identical particles could be

linked through all measured 3D frames to give vectorial displacements for each particle in

the film for the complete indentation process. We will refer to this method with the term

‘live indentation’. However, in this mode the load applied by the indentor was unknown. The

primary purpose of the live indentation experiments was a comparison of the experimentally

determined particle displacements and strain fields with theoretical continuum models. As

this task was accomplished much easier for a cylindrically symmetric indentation geometry

we focus on results using a spherical indentor tip. However, essentially the same observations

were made for the Berkovitch tip geometry.

Some drawbacks have to be mentioned at this point. The films needed to be infiltrated

with a liquid matching the refractive index of PMMA to allow for imaging with the confocal

microscope. This can be a low viscosity PDMS oil or so called laser liquids with specified

refractive index which are commercially available (Cargille Laboratories, USA). The films

were neither re-dispersed nor were the solid bridges affected and the shape of the indent

was not altered. However, in the live indentation experiments the kinetics of the particle

movement under indentation might be changed due to the increased viscosity of the immersion

liquid compared to air. The effects of a possible hydrodynamic drag was minimized by low

indentation speeds (≈ 0.01µm/s). Though, different indentation speeds may lead to an altered

mechanical response for visco-elastic materials. However, experiments using the commercial

device at varying indentation speeds did not reveal pronounced differences.

5.3. Microscopic deformation analysis

Tracking of all particles in the film in course of the indentation process offers the unique oppor-

tunity to get a measure of the induced deformation. There are various ways to quantify these

deformations. Though, the starting point of any analysis is the calculation of the individual

vectorial displacement ~d (i) of particle i as a function of the indentation depth h with respect

to a reference state at a depth ho (see Fig. 5.5 for the definition of the indentation geometry

and identification of the used variables).

~d (i)(h, ho) = ~r (i)(h)− ~r (i)(ho) (5.4)

We mostly use the cumulative displacement ~d (i)(h, 0µm) ≡ ~d (i)(h) and its absolute value

d (i)(h, 0µm) ≡ d (i)(h) for which the state of the film before indentation is used as reference.

These displacements are exemplary shown in Fig. 5.6 (a) for a particle and its nearest neigh-
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Fig. 5.5.: Indentation geometry: The
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bors at the largest indentation depth of h = 3µm. The particles are located directly below the

indentor at a depth of about 8µm. Obviously, the displacement vectors are collectively domi-

nated by their large z component. Though, this overall displacement in indentation direction is

superposed by small relative displacements that can be interpret as a deformation of the local

particle arrangement. This deformation is mapped by the strain tensor ε(i) [Che10, Sch05]

that is determined by minimizing the expression

F (i)(h) =

∣∣∣∣∣∣
Nn∑
j=1

∆~u (ij)(h)− ε(i)(h) ~u (ij)(0µm)

∣∣∣∣∣∣
2

(5.5)

Here ∆~u (ij) denotes the change in the bond vector ~u (ij) between particles i and j:

~∆u
(ij)

(h) = ~u (ij)(h)− ~u (ij)(0µm) (5.6)

If the minimal value for F (i)(h) does not equal zero, the relation between bond vectors and

its changes under indentation is non-affine and ε(i) only approximates the actual deformation

state. Moreover, ε(i) does not contain any information about the exact reorganization mecha-

nisms. Elastic deformations of the particle bonds compete with more complex reorganizations

like rolling and sliding if the particle bonds break. Moreover, deformations of the particles

itself must be taken into account if the bonds are strong or local rearrangements are hindered

in closed-packed crystalline regions.

In the example of Fig. 5.6 the results of this data treatment for the central particle gives

E(i)(h) = 4.5 10−2
(
ε(i)
)
αβ
≡ εαβ =

 9.1 2.3 1.7

2.3 0.9 −3.6

1.7 −3.6 −8.3

 10−2 (5.7)

The absolute values of the strain components lie in the range of (1 − 10) % and are so small

that the new particle arrangement in Fig. 5.6 (a) is hardly distinguishable from the initial

configuration. ε(i) is better visualized by the deformation of a test cube in Fig. 5.6 (b).
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Fig. 5.6.: (a) Cumulative displacements ~d (i)(h) at the deepest indentation position for an exemplary

set of neighboring particles that are located directly below the indentor at a depth of about 8µm.

The particles are depicted at their initial positions before the indentation. The overall displacement

of all particles in positive z-direction (indentation direction) is superposed by smaller changes in

the relative particle positions. (b) The new configuration resembles the old one as the absolute

strain components are rather small and in the order of (1 − 10) %. The magnitude of deformation

is visualized by the wire frames of the initial configuration (gray cube) and after the deformation

(black frame).

Uncertainties in ~d (i) and the components of ε(i) result from the experimental uncertainties

in the particle positions. Depending on the quality of the confocal images, the spatial sampling

frequency, the size and dynamics of the particles, the position uncertainty amounts to about

10 % of the particle diameter, i. e. σd = 0.02µm. As ~d (i) is given by the difference of partic-

le position vectors the uncertainty is increased by a factor of
√

2. The issue of uncertainty

propagation is much more complicated for the ε(i) because of the correlation of its six inde-

pendent strain components. Moreover, ε(i) is calculated from a set of relative particle position

vectors ~u (ij)(h) which show increased uncertainties compared to ~d (i). This is clearly visible

in the computer reconstructions of the film in Fig. 5.7. d(i) shows minor local variations and

after averaging over the nearest neighbors strongly resembles the distribution of the raw data.

Consequently, the standard deviations from this averaging are almost one decade smaller than

the mean values. On the contrary the strain components - exemplary shown in terms of ε
(i)
xx -

reveal large spatial heterogeneities and the patterning in regions of negative compressive and

positive extensional strains is much more pronounced in the averaged data. Therefore, the

standard deviations are in the order of magnitude of the mean values.

As it is rather difficult to get a reliable quantitative estimate of the uncertainties in the

strain components we cannot definitely account the data scatter to statistical fluctuations.

The heterogeneities in the strain components might also be of physical origin. The acting

stresses in the particulate film are localized to the contact points of the particles and thus can

result in heterogeneities in the deformations. Since the origin of the fluctuations cannot be

clarified unambiguously from the given data set we restrict ourselves to the discussion of locally

averaged magnitudes. Though, we do not perform the average over the nearest neighbors but

over all particles in a (3 × 3 × 3)µm3 subvolume. In doing so we define quasi-continuous
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Fig. 5.7.: (a) Raw absolute displacement d(i)(h) for each particle without further data treatment. (b)

The data scatter between neighboring particles is moderate and the distribution of displacements

after averaging over the nearest neighbors is similar to the raw data. (c) Consequently, standard

deviations corresponding to this averaging are significantly smaller than the raw data. (d) The raw

strain components (εxx) shows larger scatter and (e) the characteristic distribution (see text) is

better recognizable after averaging. (f) The standard deviations from averaging is in the order of

magnitude of the average values.

magnitudes ~d(~r) and d(~r) as well as ε(~r) and F(~r) at the position ~r that can be more easily

compared to predictions of continuum models than in the particle based representation.

5.3.1. Displacement and strain field of the amorphous structure

We start the discussion of the result with the live indentation of the amorphous structure that

was not enforced by additional PS. As listed in table 5.1 the volume density was close to the

value of 63 % that agrees well with the expectation of a random close-packing of monodisperse

spheres. The average number of nearest neighbors was 9.4 ± 0.1 and no single crystalline

nucleus was found in the observation volume.

Fig. 5.8 shows the absolute cumulative displacement field d(~r) as a xz-cut and a xy-cut
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through the film at a depth of 3µm. The indentor was located at its deepest position of

h = 3µm inside the film. As expected for a spherical indentor tip and an amorphous structure

the distribution was symmetric along the z-axis. In this averaged representation no major spati-

al heterogeneities were apparent and the total displacement decayed monotonically with incre-

asing distance to the indentor tip. Further averaging over all azimuth angles φ ∈ [0 ◦, 360 ◦] and

intervals of 15 ◦ in polar angles ϑ revealed an exponential decay (Fig. 5.9) with no significant

dependency on ϑ. Within about 20µm the displacement dropped below the experimental reso-

lution limit of about 0.05µm. Displacement and particle position vectors were mainly parallel

to each other. This is shown in the inset of Fig. 5.9 in terms of the projection ~r · ~d(~r)/(|~r| |~d(~r)|)
defined as the normalized scalar product of both vectors. The histogram has a maximum at 1

corresponding to fully parallel position and displacement vectors.

More detailed information could be obtained from the strain tensor. The high degree of

symmetry in the displacement fields encouraged an averaging not only over the (3µm)3 sub-

volumes but over all azimuthal angles. This procedure already compensated for the larger

uncertainties in the strain components compared to the displacements and suited our main

focus on the average distribution of the deformation. Therefore, only the positive x-axis is

depicted in the graphs of εαβ at an indentation depth of 3µm in Fig. 5.10.18

Just like the absolute displacement the absolute values for the strain components decreased

with increasing distance to the indentor tip. Besides, there was a distinct patterning of positive

and negative strains. In case of the diagonal elements εαα positive and negative values represent

dilation and compression of the local structure in direction of α, respectively. Directly below

the indentor the structure was strongly compressed in z-direction and dilated in x- and y-
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Fig. 5.8.: Distribution of absolute particle displacements d(~r) in the (a) xz-plane at y = 0 and (b)

xy-plane at a depth of z = 3µm in case of an amorphous structure. The indentor is located at its

deepest position of h = 3µm inside the film.

18In order to compare the strain components of different azimuthal angles φ the strain tensor needs to be

transformed according to ε′ = RT εR with the rotation matrix R =

 cos(−φ) sin(−φ) 0
− sin(−φ) cos(−φ) 0

0 0 1


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on the distance to the indentor tip. Due

to the resolution limit a determination of
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vector ~r and the cumulative displacement

vector ~d(~r) are mainly parallel as depicted

in the inset in terms of the histogram of
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directions. The opposite was the case for polar angles ϑ ≥ 55 ◦ closer to the sample surface.

Here the local particle arrangement was compressed in x-direction and dilated in y- and z-

direction. Dilation and compression partially canceled each other inducing spatial fluctuations

in the volume change

∆v = (1 + εxx) (1 + εyy) (1 + εzz)− 1 (5.8)

whose absolute values decayed faster than the pure strain components. Shear deformations also

took place. The corresponding strain components in the xz-plane of Fig. 5.10 were dominated

by the xz-component. It was maximal at polar angles ϑ of about 55 ◦ for which the absolute

values of εxx and εzz were minimal.

5.3.2. Comparison to continuum models

The lack of exact information about reorganizations processes complicates the application of

any microscopic mechanical model that is based on contact forces between the particles. On

the contrary the observed homogeneous average distributions of particle displacements and

strain components may be interpreted in terms of a continuum mechanical model.

In the simplest case the amorphous film is regarded as a spatially homogeneous and isotropic

material. If the film behaves elastically the force applied by the indentor gives rise to a distri-

bution of stresses σαβ that can be calculated analytically according to Huber [Hub06, Dav49]

(see appendix D). These stress components in turn are related to the strain components εαβ

via Hooke’s law:

εαβ =
1

E
σαβ −

ν

E

(∑
k

σγγ δαβ − σαβ
)

(5.9)

Here E and ν denote the effective Young’s modulus and Poisson ratio of the colloidal film, re-

spectively. These calculated strain components strongly resemble the experimentally obtained

strain distributions with respect to the separation in positive and negative strains as well as
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Fig. 5.11.: Simulation of the spatial distribution of the strain tensor elements εαβ according to Huber

[Hub06]. The colloidal film is assumed to be an isotropic, homogeneous material with a Poisson ratio

of ν = 0.6 and the indentation is purely elastic. The indentation depth was chosen to be 3µm and

the spherical indentor has a diameter of 25µm.
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the general shape of the equi-strain levels. Since any quantitative information about applied

force is missing E cannot be obtained at this point. But relative changes in εαβ for different

values of ν allow for an estimation of the effective Poisson ratio of the film. The best congru-

ence of experimental and calculated values was obtained for the maximal value of νfilm = 0.5

corresponding to an incompressible material (see Fig. D.6).

Despite this good agreement in the spatial characteristics the calculated strain decayed

much slower with increasing distance to the indentor than in the experiments. Two effects

might explain this discrepancy. The colloidal film had a finite thickness and was supported

by the glass substrate which imposed restrictions to the deformation in particular close to

the substrate. So the experimental strain is likely to be reduced compared to the theoretical

prediction. Second, yielding, i. e. plastic deformations, of the film and the individual particles

need to be considered and become most apparent in the remnant imprint when the indentor

is retracted from the sample. During the indentation process the applied load rises steadily

and so does the stress inside the film. When the stress exceeds the yield stress of the film

irreversible particle reorganizations take place. The stress-strain relation becomes non-linear

and more stress is required for further deformation. Following Tresca’s criterion for yielding

such plastic deformations first take place where the principal stress difference σmax is maximal

[Dav49]. Formally σmax is calculated from

σmax = max(|σ1 − σ2|, |σ1 − σ3|, |σ2 − σ3|) (5.10)

Here σ1, σ2 and σ3 denote the principle stresses that are obtained from a principal axes

transformation of the symmetric stress tensor. Following the model from above this calculations

predicts a maximum in σmax at a distance of 0.63 a below the indentor tip whereas a is the

radius of the projected contact area (see Fig. 5.5). [Joh04a] Indeed such a localized yielding

was already observed for other mesoscopic systems such as crystalline assemblies of soap

bubbles [Gou01]. In our case the yielding point is close to the indentor tip even for the largest

indentation depth (0.63 a ≈ 5µm) and masked by the limited spatial resolution after averaging.

Furthermore yielding can already take place at smaller indentation depth and therefore even

closer to the tip.

Hence, it is more appropriate to describe the amorphous colloidal structure as an elasto-

plastic solid. In the initial phase of the indentation the deformation is fully elastic until the

imposed stress exceeds the yield stress. The stress is partially released via plastic deformations

and rises again upon further indentation. In the end of the loading cycle the stress is divided

into two regions. Close to the indentor the stress decreases moderately with increasing distan-

ces from the tip r until the elastic-plastic boundary is reached [Joh04b, Cho08]. For larger

distances the stress is stored in elastic deformations and decays much faster according to a

r−3 dependency. Moreover, the distribution is virtually independent on ϑ.

Experimentally this stress characteristics is best mapped by the maximal strain difference

εmax defined in analogy to σmax. If cylindrical symmetry is assumed the components εxy and
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Fig. 5.12.: The transition from a weak

dependency of the maximal shear

strain on the distance to the inden-

tor tip to a power law behavior with

a slope of approximately -3 in the

semi-logarithmic plot is a hallmark of

an elasto-plastic solid. The gray da-

ta points for the larger distances are

masked by the resolution limit of the

strain analysis. The complete xz-view

is shown in the inset with a color-scale

identical to Fig. 5.10 radial distance r / (µm)
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εyz can be neglected with regard to εxz and εmax is more easily obtained from

εmax =
√

(εxx − εzz)2/4 + ε2
xz (5.11)

Fig. 5.12 shows the spatial distribution of εmax as well as the distance profile which are in

reasonable agreement with this model.

5.3.3. Microscopic processes

The comparison with the continuum model does not provide any information about the exact

nature of the microscopic processes that lead to the observed strain field. In particular the

azimuthal averaging makes it impossible to keep track of the individual particle rearrangements

and evaluate their contribution to the total strain. Still we try to relate the insights from the

average strain field to microscopic processes that potentially play a role in the indentation.

Obviously the mechanical nature of the particle contacts plays a crucial role on the micros-

copic processes. If the particles stick together via cohesion a certain binding force need to be

overcome to separate two particles in axial directions. Rolling or sliding movements, however,

are more complicated and depend on the particle surface properties. In case of smooth par-

ticles such transversal motions are expected to require smaller compared to rough particles.

Aggregates with solid particle bridges behave differently. If the applied forces are small the

bonds are elastically deformed but when stressed beyond the yield point irreversible deforma-

tion of bonds occur. At even higher stresses and strains above the strength the bond breaks

and again frictional sliding of particles occur. Obviously the behavior strongly depends on

the used materials. Glassy PS and PMMA are rather brittle materials that show failure at

small strains and large stresses compared to ductile materials. Moreover, the direction of the

acting forces need to be considered. While the strengths for transversal and tensional loads

are similar in case of PS the compressive strength is larger by a factor of almost two.

The measured compressive strains might also have a contribution from deformations of the

particles themselves. This deformation d is maximal for the particles that are in contact with

the indentor tip. Under the assumption that a typical maximal load of 1.5 mN (see Fig. 2.12)
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is distributed over roughly 25 particles, Hertzian contact theory [Her26, Joh04a] predicts a

particle deformation of:

d =

(
9P 2

o

16R?E2
r

)1/3

≈ 140 nm (5.12)

Here R? = (1/Rp + 1/Rind)−1 denotes the effective contact radius defined by the radii Rp

and Rind of the particle and indentor, respectively. Po is the force applied to particle and

Er ≈ 2.5 GPa is the reduced Young’s Modulus defined in analogy of equation (2.19). However,

the corresponding contact pressure

p =
2

π
E?
(
d

R?

)1/2

≈ 500 MPa (5.13)

by far exceeds the compressive strength of PMMA (≈ 80 MPa). So, the particles themselves

are plastically deformed which most likely manifest in a flattening of the particle surface at

the contact point and the calculated deformation of 140 nm is overestimated.

For particle sizes in the micrometer range surface tension can contribute to the stiffness

of the individual particles as any deformation of the spherical particle increases its surface

energy. According to the Young-Laplace equation the pressure difference between the particle

and the environment amounts to ∆p = 2γ/R ≈ 0.1 MPa. In this approximation a value of

γ = 40 mJ/m2 was chosen for the surface tension of PMMA at room temperature [Jan90] . ∆p

is already a measure of the resistance of the particle upon any deformation from its spherical

shape. Hence, effects of surface tension are negligible compared to the elastic modulus of

PMMA.

These approximations are only valid for the upper most particle layers since the force on the

particles decays steeply when going deeper in the film. The lower particles show predominantly

elastic deformations below the resolution limit of 50 nm. Consequently, plastic deformations of

the particles cannot account for the compressive strains in Fig. 5.10 but still must be considered

in the mechanical description of the indentation.

In summary, the interplay of particle contact type, material properties as well as geometri-

cal factors determines the microscopic behavior of the deformed film. However, the intrinsic

complexity as well as the lack of more accurate single particle data prevents a clear assignment

of certain microscopic processes to the elastic and plastic contributions of the measured strain

field. Further parameter variations might help a better understanding. Therefore, we continue

with the deformation analysis in semi-crystalline structures.

5.3.4. Heterogeneities in semi-crystalline structures

The semi-crystalline structure consisted of extended crystalline domains with hexagonal close-

packed and cubic face centered lattices that are separated by stacking faults or larger amor-

phous regions. Due to these defects the average volume density for all indentation spots was

reduced to a value of about 67 % compared to the value of 74 % for perfectly closed packed
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Fig. 5.13.: Distribution of absolute particle displacements for a xz- (a) and a xy-cut (b) through

a crystalline sample. The borders of the crystalline domains are shown as contour lines. In the

direct vicinity of the indentation region the stress is transmitted through domain borders. At larger

distances defects between the domain walls hinder the transmission of stress and the displacement

is contained in the crystalline domains.

spheres. Also the average number of nearest neighbors of was reduced to 10.5.

When comparing the absolute displacement field for the amorphous and semi-crystalline

structure (Fig. 5.13) no significant differences were found in the vicinity of the indentor tip.

Particles in immediate contact with the tip were exposed to large stresses that led to large

strains and partial destruction of the crystal structure. With increasing distances the crystal

lattice was less distorted revealing heterogeneities in the displacement field that were not

observed in the amorphous case.

These heterogeneities were partially related to presence of multiple crystalline domains in

the sample. In addition to the displacement field the borders of crystalline domains are shown

in Fig. 5.13. At the domain borders a transmission of stresses seemed to be hindered while

the range of the displacement field was increased within the domains like for domain (I)

in the left part of Fig. 5.13 (a). This effect is further visualized in Fig. 5.14 that shows the

distance profiles of the particle displacement averaged over a small range of polar and azimuthal

angles. While the displacement for the amorphous and semi-crystalline structure close to the

domain borders (region A) decayed similarly, the displacement extends much farther within

the domains (region B). This increase in stress transmission efficiency was related to the close

packing within the domain. Sliding and rolling of individual particles past each other was

hindered because of the limitations in free space and thus groups of particles were collectively

displaced. The slight increase in the number of nearest neighbors and bonds further stabilized

the relative positions of the particles and thus aided cooperative motions.

The orientation of the crystalline domain also affected the stress transmission. If the acting

force was collinear with high symmetry planes of the crystal lattice the particle bonds were

preferentially loaded in normal direction. As discussed above the bonds can sustain larger
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Fig. 5.14.: The radial distribution of the ab-

solute displacement in the semi-crystalline

structure is heterogeneous. In the amor-

phous regions and crystalline domains

with unfavorable lattice orientation the

displacements are comparable to those

of the completely amorphous structure.

That is the case for region A that ave-

rages over all particles with ϑ ∈ [20, 50] ◦

and φ ∈ [−15, 15] ◦ (pos. x-axis). When

the crystal lattice is orientated along with

the acting forces the displacements are si-

gnificantly increased like for region B with

ϑ ∈ [20, 50] ◦ and φ ∈ [165, 195] ◦ (neg. x-

axis).

stresses in this direction. This scenario is depicted as a computer reconstruction in Fig. 5.15

of the same xz-cut like in Fig. 5.13 (a). The overall crystalline order of domain (I) is clearly

visible with a high symmetry lattice plane (Miller’s Indexes: {1̄, 0, 2}) crossing the xz-plane in

the dashed line. This dashed line is nearly perpendicular to the spherical indentor tip. In this

geometrical configuration indentation forces were effectively transmitted along straight lines

of particles.

The collective motion of particles was not only observed for elastic deformations but also for

yielding events. In case of domain (I) a cooperative yielding manifested as a sliding dislocation

along the above mentioned lattice plane. Such a sliding motion is a frequent defect because of

reduced energy barriers [Sch05] perpendicular to the high symmetry lattice planes and were

also observed in DEM simulations of e.g. sheared crystals [Kaw11]. Furthermore, in the present

case the defect generation was favored by maximal shear stresses εxz at polar angles ϑ of about

45 ◦.

As a result of the dislocation, particles left to the dashed line in Fig. 5.15 were elevated while

the particles closer to the z-axis were displaced downwards. This elevation of particle above

the initial film surface is called pile-up and is a direct consequence of limited compressibility of

Fig. 5.15.: 3D computer reconstruction of

a XZ-cut through a poly-crystalline film

indented with an spherical tip. The color

code represent the absolute displacement

for each individual particle distinguis-

hing between particles, that move in po-

sitive and negative z-directions. The col-

lective movement of particle along high-

symmetry crystal directions (arrow) and

the resulting gliding dislocation (dashed

line) are clearly visible.
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the sample. It is well-known for atomic matter and enforced for crystals as larger amounts of

material is involved. The orientation of the crystal plays an important role [Smi03]. If it does

not favor stress transmission along high symmetry planes piling-up is reduced like for domain

(III) in Fig. 5.15.

5.4. Macroscopic material properties

5.4.1. Deformation works and elastic recovery

As no quantitative information about the contact forces could be gained from the live indenta-

tion experiments we could not calculate plastic and elastic deformation works associated with

the indentation. Yet, we could observe plastic and elastic particle displacements. When the in-

dentor tip was retracted the stored elastic deformation energy recovered via partial relaxation

of the particles back to their initial configuration before the indentation. We monitored this re-

covery as well as the deformation in the loading cycle by the following quantity in dependence

on the indentation depth h:

Dmicro(h) =
∑

i,d(i)>0.15µm

d(i)(h) (5.14)

Dmicro sums up the absolute values of the cumulated displacements. Due to the finite resolution

of the displacements we cut the sum and reject those displacements with absolute values smaller

than 0.15µm corresponding to 5 % of the total indentation depth.

Fig. 5.16 shows the result of this analysis for an exemplary amorphous and crystalline struc-

ture. Dmicro rose with increasing indentation depth up to a maximum value at the deepest

indentor position. Coinciding with the extended displacement field in case of the crystalline

structure Dmicro(3µm) exceeded that of the amorphous structure. The relative factor depen-

ded on the indentation position and is on the order of 2 − 4. The difference is even more

increased for the elastic recovery. While the amorphous structure showed almost exclusively

plastic deformation a large amount of the cumulative displacements was recovered for the

crystalline structure. This recovery is visualized in the computer reconstruction of Fig. 5.17.

Fig. 5.16.: The maximal total displace-

ment Dmicro (symbols) is largely incre-

ased for the crystalline structure com-

pared to the amorphous one. The sa-

me is true for the elastic recovery un-

der retraction of the indentor tip. The

rescaled total deformation work Wmech

(lines) shows the same functional de-

pendency for the indentation process for

both structures. However, differences are

found under retraction for the crystalline

structure.
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Fig. 5.17.: Computer reconstructions of a

semi-crystalline colloidal film at the dee-

pest indentor position of h = 3µm (a)

and after retracting the tip (b). Only

those particles with absolute cumulati-

ve displacements larger than 0.15µm are

shown. Although the depth of the indent

is reduced after retraction of the tip, it

is still clearly visible.

We compared the displacement data with the deformation work

Wmech(h) =


h∫
0

Pind(h
′) dh′ Indentation

Wtot −
hmax∫
h

Pret(h
′) dh′ Retraction

(5.15)

defined in analogy to the set of equations (2.27). For the indentation process Wmech gives

the total deformation work. Upon retraction the elastic part is recovered and thus the defor-

mation work is reduced again. Wmech was calculated for exemplary force-depth curves (see

section 2.2.2) of an amorphous and a semi-crystalline structure and added to the graph in

Fig. 5.16. The absolute values of Wmech(h) were rescaled to make the maximal deformation

work Wmech(3µm) and maximal summed displacements Dmicro(3µm) overlap in the graph.

For both, the amorphous and the semi-crystalline structure, Dmech(h) and Wmech(h) coin-

cided for the loading part showing the same dependency on the indentation depth. This is

quite surprising as Wmech(h) is a measure of the deformation work while Dmech(h) only sums

up the displacements. In order to get an estimation for the deformation energy from particle

displacements, assumptions about the acting forces are required. In the most trivial model the

force that is necessary for a infinitesimal displacement is constant for all particles. Although

the ratio between Dmech(h) and Wmech(h) indeed was almost constant this model is clearly

oversimplified. In case of the amorphous structure Wmech and Dmicro also overlapped for the

unloading cycle. The semi-crystalline film, however, shows a displacement recovery that is

strongly enhanced compared to the retrieved elastic deformation work.

At this point we restrict ourselves to this qualitative description of the relation between

Wmech and Dmicro. In addition to the already mentioned difficulties of an appropriate com-

parison, experimental issues complicate the discussion. A fast reduction of the contact area

between indentor and sample upon retraction would limit the force transmission of the sam-

ple to the tip. A reduced force on the indentor would lead to a reduced elastic recovery of

Wmech(h) while the particle displacements are not necessarily altered. Differences in the sam-

ple preparation and the experimental procedure also must be considered. When the indentor

tip is retracted from the sample in the live indentation experiments a possible hydrodynamic
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drag on the particle caused by the viscous oil might act as an additional effective restoring

force and contribute to the elastic recovery of the displacements.

5.4.2. Hardness and effective elastic modulus

In the following we focus on the analysis of the force-depth curves in order to extract average

mechanical properties of the films such as the hardness and the effective elastic modulus.

Beside to the variations in film structure we investigate the influence of an enforced bond

strength between the particles.

Before force-depth curves like e. g. in Fig. 2.12 can be analyzed the raw data need to be

corrected for a possible deformation of the glass substrate. In case of a 1 mm thick substrate

this deformation is negligible. However, the used glass substrates had a thickness of 170µm

which was required in order to image the films after indentation with the confocal microscope.

Indentation on a bare glass substrate showed that the deformation is highly elastic and an

effective spring constant of 20 N/mm was obtained from the unloading part of the indentation

process. Assuming validity of Hook’s law the deformation of the substrate was calculated from

the applied force and subtracted from the raw indentation depth. This procedure just rescales

the depth axis and thusly does not change the general appearance of the force-depth curves.

The corrected force-depth curves were analyzed following the method by Oliver and Pharr

described in section 2.2.2. While the characteristic quantities of maximal force Pmax and con-

tact stiffness S could be determined from the retraction data, the contact area Ac is not

accessible from the mechanical data. The proposed solution to calculate Ac from hc fails for

the colloidal films because the starting point of the indentation process is not well defined.

Upon approaching to the sample surface the tip may indent directly on top of a particle or

into the interstice between them. After the initial contact with the tip the upper most particles

will rearrange to fit the shape of the indentor causing a shift in the onset of indentation. As only

few particles are involved, this first consolidation process has a diffuse mechanical response

that differs strongly from one indentation spot to the other. Corresponding large strains in

the vicinity of the indentor tip were observed in live indentation experiments and eventually

led to the two small humps in Fig. 2.12 in the early stage of the indentation. Given the fact

that the particle radius of 0.8µm is not far off the total indentation depth hmax these onset

uncertainties give rise to large errors in hc and even more pronounced in Ac.

The problem of an unclear total indentation depth is even more intensified when adhesion

comes into play and single particles are pulled out of the film and adhere to the indentor

tip. This effect manifests in small negative indentation forces shortly before the tip looses

contact with the sample. Further indications can be found in the confocal images showing few

elevated particles next to the indents. These adhered particles can cause a premature start of

the measurement at the subsequent indentation spot and with this again give another source

of errors in hmax.

We bypass these difficulties by choosing the second possibility to determine the contact area

Ac by imaging the remnant indent. As already discussed before this method disregards the
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Fig. 5.18.: The confocal image shows

the colloidal film after indentation. Two

neighboring indents appear as dark are-

as devoid of bright particles allowing for

a measurement of the contact area. The

triangle indicates the shape of the used

Berkovitch indentor.

elastic recovery of the material upon unloading. Yet, the live indentation experiments showed

that only particles with small displacements at larger distances to the tip return to their initial

locations. On the contrary particles in direct contact with the indentor are largely irreversibly

displaced and map the tip geometry. Fig. 5.18 shows a xy slice of a complete 3D confocal data

set showing two neighboring indent positions. The triangular shape of the Berkovitch indentor

used in this part of the study is clearly visible and a determination of Ac is feasible.

The extracted values for hardness H and effective elastic modulus Eeff of the amorphous and

semi-crystalline structures are shown in Fig. 5.19 and Fig. 5.20, respectively. The ordinate was

chosen to be the product of the number of nearest neighbours Nn and the order parameter q̄6.

In case of the amorphous structure q̄6 ·Nn as well as the mechanical quantities were narrowly
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Fig. 5.19.: Dependency of the film hard-

ness on its colloidal structure. The hard-

ness increases monotonic with higher or-

der parameters and number of nearest

neighbors and saturates for highly cry-

stalline films.
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Fig. 5.20.: Within the semi-crystalline

sample only a slight dependency of the

effective elastic modulus Eeff on the lo-

cal order q̄6Nn was observed. Though,

Eeff for semi-crystalline and amorphous

structures with similar values of q̄6Nn
differ significantly. Instead, this diffe-

rence in elasticity coincides with variati-

ons in the film thicknesses (see Fig. 5.4).
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Fig. 5.21.: Hardness and Young’s modulus

show the same behavior for a variation of

binding strength between the particles in

the film. Upon a sharp increase for the

weakest binding, both quantities similar-

ly saturate at a value comparable to the

crystalline films.
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distributed and only averaged values are shown. On the contrary the semi-crystalline film

revealed larger variations in H and Eeff as well as q̄6 ·Nn.

Two effects were responsible for this scatter. The live indentation experiments showed that

structural heterogeneities in the semi-crystalline films led to a non-isotropic displacement

and strain field which directly manifested in enlarged statistical variations of the mechanical

properties. Secondly, q̄6 · Nn strongly depended on the film thickness as it was discussed in

Fig. 5.4. Along with the reduction of the film thickness, q̄6 ·Nn as well as the crystallinity i. e.

the fraction of particles belonging to a crystal domain is reduced. At the indentation spots

with the lowest film thickness no crystal domains were found at all and the corresponding

hardness fitted well with the data of the amorphous samples. At high values of q̄6 · Nn the

hardness finally saturated at a mean value of about 0.15 GPa. An analogous trend was not

found for Eeff. Irrespective of sample thickness and values for q̄6 ·Nn an almost constant value

of about 1.8 GPa was extracted for all indentation spots of the semi-crystalline sample. The

amorphous structures were significantly off with a mean value of (0.65± 0.10) GPa.

The variation of the particle bond strength resulted in a similar change in the mechanical

properties. By introducing only small amounts of PS as solid bridges between the particles,

hardness as well as effective elastic modulus rose by a factor of 5 and 2.5 respectively compared

to the amorphous films without fortified bonds. The values are comparable to those of the

thick semi-crystalline films. Addition of further PS however did not change both quantities

significantly.

5.4.3. Correlation of microscopic deformation and macroscopic material

properties

The live indentation experiments showed that the averaged distribution of strains in the amor-

phous structure can be understood with continuum theories of the indentation process. The-

refore we suppose that the analysis of the force-depth curves according to Oliver and Pharr

provides average material properties just like in case of nanoindentation of atomic matter. In-

deed hardness (Fig. 5.19) and effective elastic modulus (Fig. 5.20) at different indentation spots
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of the amorphous structure follow a reasonably19 narrow distribution around a well defined

mean value. The increased data scatter for the semi-crystalline structures has already been

related to enlarged spatial heterogeneities in the deformation field that have been identified

in the live indentation experiments.

Yet, the extracted values for the hardness and effective elastic modulus need to be motivated.

The hardness of a material is defined as the force per contact area that is needed to deform the

specimen irrespective of the type of deformation. Plastic rearrangements of particles are not

distinguished from elastic deformation of particles and bonds. In the semi-crystalline structure

particle reorganization and the relaxation of stresses are hindered due to high particle densities.

The number of displaced particles increases fast while the indentor tip is pressed deeper into

the sample. Larger groups of particles are elevated above the sample surface to compensate

for the volume blocked by the tip. All these effects contribute to large indentation forces and

thus a large value of the hardness. In the amorphous film structural rearrangement of rather

small groups of particles are still possible. Comparatively small forces are needed to break the

existing weak bonds and displace the particles via frictional sliding. As a result the hardness

is reduced compared to the semi-crystalline structure.

q̄6 ·Nn seems to be a suitable parameter to map the structural differences. It accounts for

changes in the particle density that is proportional to the Nn as well as for the geometrical

assembly of the particles reflected by the order parameter q̄6. However, this argument does

not hold if the particles bonds are strong and withstand larger applied loads. This was the

case when PS was introduced into the film to form solid bridges between the particles. Only

small amounts were required to increase the hardness significantly. Still the hardness of the

particulate films turned out to be about one order of magnitude smaller than the literature

value of 1.9 GPa for bulk PMMA [Lu01].

The Young’s modulus E measures the changes in elastic energy density welas when a material

is deformed upon an external load. Since the total deformation energy can also have plastic

contribution E is more reliably obtained from the elastic recovery when the applied stress

is taken away E = dwelas/dε. In case of the colloidal film welas scales with the number of

deformed particles and bonds as well as the type of deformation. Both parameters are different

for the amorphous and crystalline structures. In the amorphous film less particles are displaced

and enhanced plastic rearrangements during the indentation process reduce the stored elastic

energy and therewith Eeff. Moreover, there is a considerable amount of elastic energy that is

stored in transversal deformations of particle bonds. On the contrary, in the semi-crystalline

structure particles rearrangements are hindered due to close-packing and particles and bonds

are deformed in the normal directions that can sustain larger stresses. All in all welas rises

more steeply when the film is deformed resulting in greater values for Eeff.

Like for the hardness q̄6 ·Nn seems to be a suitable parameter to quantify these differences

between the different structures. Though, within the group of semi-crystalline films Eeff did

not reveal a dependency on q̄6 · Nn. This behavior can be explained by coincidently decrea-

19Still one has to consider that the number of involved particles is much much smaller than for atomic matter
which causes an larger statistical scatter.
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Fig. 5.22.: Irrespective of structure or bin-

ding strength the mechanical properties

of all samples can be universally related

with each other in a plot of the ratio

H/Eeff versus the fraction of plastic de-

formation work Wpla /Wtot.
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sing film thickness and q̄6 · Nn. The proximity of the particles to the substrate for the thin

films effectively limits the amount of possible plastic rearrangements and thus enhances the

contribution of elastic deformations. So an equally high value of Eeff was maintained. In the

amorphous structures with induced solid bridges reorganization of particles is also hindered

and again Eeff exceeds that of the amorphous sample without solid bridges.

Considering that the volume density of the colloidal film even for the thick semi-crystalline

films is lowered to 70 % of a continuous PMMA film the observed values for Eeff are quite close

to the literature values for bulk PMMA [(1.8− 3.1) GPa]. This supports the assumption that

the deformation of particles and bonds is the dominant contribution to Eeff as effectively the

materials of the constituent particles and bonds are tested.

5.4.4. Universality

Further checks for the consistency of the analysis according to Oliver and Pharr can be found

in the previous works [Che98] that related the mechanical quantities H and E to the elastic

and plastic fractions of the deformation work. Scaling arguments predict a linear correlation

of H/E and Wpla/Wtot irrespective of the used materials. Via this relation metals, sapphire

and silica could be universally superimposed on a single curve. The same behavior was found

for our colloidal films. Films with solid bridges as well as semi-crystalline and amorphous

structures collapsed to a single line with a slope of (−0.29± 0.02) (Fig. 5.22). The discrepancy

to the corresponding literature value of −0.2 [Oli04] may be based on the choice of Eeff instead

of the true Young’s modulus E.

5.5. Conclusions and Outlook

5.5.1. Nanoindentation as a mechanical test method for colloidal aggregates

We presented a study of the mechanical properties of stiff colloidal aggregates tested via na-

noindentation. Although the sample was tested only very locally the induced deformation was

in semi-quantitative agreement with the predictions of a continuum theory and thus behaved
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comparable to atomic matter. This result lines up with similar observations in other colloi-

dal systems that were tested via nanoindentation. One example are soft colloidal crystals for

which the thermal energy of the constituent particles still is large enough to induce position

fluctuations about their mean crystal lattice positions. In this system the dynamics of dislo-

cation generation could be explained analogous to atomic crystal. By balancing the energy

cost for defect nucleation and the energy gain due to relaxation of the indentation stress the

critical parameters like dislocation radius, defect energies and indentation stresses were obtai-

ned [Sch05, Sch04]. In weak and fractal colloidal aggregates the indentation could be modeled

with Hertzian theory. The applied force rose with increasing indentation depth d following a

d3/2 power law as it is expected for atomic matter. From the fit an estimate of the average

elastic modulus of the aggregate was obtained. Moreover, stress relaxation experiments revea-

led plastic particle reorganizations which were successfully modeled by a stick-slip behavior of

particles as they slide past each other [Fil06a, Fil06b]. What is most remarkable about these

common similarities to continuum theory and atomic matter is the huge difference in the type

and strength of dominant interactions present in the different colloidal systems. While the soft

crystals are formed by sedimentation and Brownian motion of the particles the weak aggre-

gates originated from an attractive depletion interaction that is strong enough to withstand

gravitation forces. Though, the particles easily slide past each other compared to the dense

aggregates in the present study that require more than 1000 times larger indentation forces.

The comparability with the continuum model might arise from the fact that a sufficiently

large ensemble of particles are tested during the indentation. The shown computer recon-

structions such as Fig. 5.17 typically contain 1.000 to 10.000 particles which is also a typical

number of particles in simulations [Kaw11, Kad09]. Consequently, heterogeneities caused by

the particulate nature of the colloidal film are averaged and the theory of Oliver and Pharr was

be successfully applied to obtain average material properties. Hardness and effective elastic

modulus were found to be dominated by aggregate structure and the particle bond strength as

these properties decide on the relevant particle reorganization processes during the indentati-

on. This opens up new possibilities for a standardized mechanical characterization of particle

based materials via nanoindentation.

This test of applicability of nanoindentation methods for mechanical characterization of

colloids was one of our main goals. The other studies from above primarily focus on the

similarities in the description of colloids and atomic matter. Colloids are used as a model for

atomic systems as increased lengthscales and slowed down kinetics provide means for new

experimental insights [Poo04]. Phase separation kinetics, capillary waves of crystallization

processes can be resolved almost at a single particle level. In this sense, the present and

further studies of colloidal films via indentation might aid the understanding of plasticity in

atomic matter in terms of shear bands or other corporative reorganization processes of the

atoms under applied stress [Pha06, Sch03c].
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5.5.2. Further insight into microscopic processes

Confocal microscopy and single particle tracking were essential tools to uncover the average

strain field and helped to define the material properties. Though, the microscopic reorganiza-

tion processes could not been enlighten in detail. Only the dependency of hardness and elastic

modules on the bond strengths or the particulate structure allowed for some vague statements

about the relative importance of different types of bond and particle deformations. Yet, the

resolution limits in particle coordinates were not the only reason for this lack of information.

Bare particle coordinates and translative displacements are simply insufficient to determine

bond yield stresses or distinct between rolling and sliding motions of particles. The following

two ways out will be applied in future work.

It has already been proven that the discrete element method is a suitable method for the

simulation of granular matter [Cun79, Oda00]. In this algorithm the Newtonian equation of

motion is solved numerically for each individual particle as it is subject to different acting

forces. Beside to central inter-particle (electrostatic, van der Waals, depletion) and friction

forces, solid bridges between the particles can be implemented which makes this method very

versatile. A comparison of the experimental results with a simulation of the indentation process

will give further insight into the microscopic properties of the colloidal aggregates.

A different route to characterize particle reorganizations relies on the usage of specialized

particles and microscopic imaging techniques in order to obtain more detailed information

about the single particle motions. Hollow spheres can be utilized as local force sensors [Zha09]

and anisotropic labeled particles reveal rotational motions [Rot11a] if the probe beam of the

confocal microscope is polarized. In the following chapter we will go into detail on these new

techniques.





6. Deformation and rotation of single particles

In the majority of studies on the mechanical behavior of colloidal and granular matter expe-

riments quantify the macroscopic material properties. In combination with theoretical models

and simulations these experimental results lead to conclusions on the microscopic particle in-

teractions and dynamics. While this procedure often worked successfully like e. g. in case of the

investigation of the colloidal glass transition with the help of mode coupling theory there are

also scenarios where the insight into the microscopic processes is limited. The nanoindentation

on colloidal aggregates and the unclear microscopic particle reorganizations in the preceding

chapter is one example.

Recently, several experimental methods have been developed in order to pursue the opposite

approach and directly investigate the behavior of single particles. In particular measurements

of the forces that act on the particle have been of interest. In force spectroscopy micrometer-

sized particles were glued to micro-cantilevers with a known spring constant. In doing so

adhesion [Hei05, Hei99] and frictional [Tyk07] forces acting on the particle could be measured

by means of the restoring force generated by the deflection of the cantilever. In a similar manner

optical tweezers were used to trap single particles in a well defined attractive potential. By

adjusting the strength of this potential other forces acting on the particle can be balanced

and thus quantified [Ash70, Gri97]. These methods are well suited for single or at least a

limited number of particles and therefore are used for a general characterization of particle

interactions.

However, the distribution and transmission of forces in aggregates is inaccessible. In kine-

tically arrested systems movements are largely suppressed because acting forces nearly cancel

out [Cat98]. Colloidal gels only slowly rearrange [Cat98] and may collapse with time [Wee00b]

or under external forces [Var01]. If such systems are further compressed the loading force is

heterogeneously transmitted through the particle contacts along so called force chains [Ast02].

This process has been simulated [Kad09] and studied experimentally in case of 2D granular

systems, e. g. using materials that show stress-induced birefringence [Liu95]. However, smal-

ler particles and 3D samples are inaccessible with this method. Another approach uses soft

particles that deform under external forces [Bru03]. In other words it is not a cantilever or an

optical trap but the particle itself which is used to quantify the acting forces on basis of the

deformation of the particle. From a practical point of view, in particular hollow spheres are

suitable, since their elastic constants can be tuned by the shell thickness and choice of ma-

terials [Zha09, Fer07]. Here we present a method to automatically determine 3D coordinates

as well as the deformation state of such hollow particles from confocal images. The analysis

is based on the already existing algorithm to locate fully labeled spheres by Crocker, Grier
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[Cro96] and Weeks [Wee00a].

In case of non-vanishing forces reorganization of the local particle structure occur. Bare 3D

coordinates however are not be sufficient to fully describe the involved processes. Rolling par-

ticles cannot be distinguished from those that sliding past each other [Aga08]. Clearly frictional

forces between particles in contact are essential in this question. Unfortunately, conventional

confocal microscopy cannot distinguish between rolling and sliding particles because both pro-

cesses manifest in translational motions in the confocal images. Only additional information

about the rotational state of the particles will resolve this ambiguity and help to answer basic

questions like: Can rotation be enforced for rough or irregularly shaped particles? How do

particle-particle interactions influence rolling and sliding?

Rotational movements have been studied experimentally for anisotropically shaped particles

or groups of bound particles. [Hon06] However, such grouped particle are hardly recognizable in

dense suspensions. In addition, this approach immediately limits the choice of particle shapes.

In particular spherical particles cannot be used. A possibility to solve this problem are particles

with anisotropic optical properties. Spatial variations of fluorescent dye concentrations or

incomplete metal coatings on homogeneously labeled particles [Ant06] are directly reflected in

the microscopic images and thus can be used to determine the rotational state of the particle.

However, at the same time such variations lead to inevitable complications in the localization

of the particles.

In order to circumvent this problem, we induce an anisotropy in the orientational distri-

bution of the chromophores embedded in the particle. This is done by selectively bleaching

chromophores with specific orientations to non-fluorescent states. If imaged with the confocal

microscope the anisotropy leads to a total fluorescence intensity that depends on the rotatio-

nal state of these particle. The same bleaching approach was used in (polarized) fluorescence

after photobleaching [(p)FRAP] [Rig84] for the investigation of the rotational diffusion of large

particle ensembles in solution [Let04] and the incorporation of dye molecules in membranes

[Smi81, Arb06]. It relies on the effect, that chromophores preferentially absorb and emit light

of specific polarization [Zan99].

We introduce two new methods to get mechanical information of colloidal systems on a single

particle level via confocal microscopy. Hollow spheres are used to sense local forces. Rotational

motions are accessible via optically anisotropic particles. The chapter is organized as follows.

The first part presents the deformation analysis of hollow particles. After discussing the special

case of localizing hollow particle we introduce the algorithms for extracting the orientation

and deformation state of these particles. The method is tested for a sample data set. In the

second part we describe the rotation analysis, beginning with the preparation of anisotropically

bleached particles. We present a theoretical calculation of the expected fluorescence intensity

variations when these particles rotate and compare this modeling with experimental results.
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6.1. Deformation analysis of hollow spheres

The deformation analysis of hollow spheres comprises the localization of the individual par-

ticles, the determination of their orientations and finally their deformation state. Due to the

Fig. 6.1.: Deformation of

a hollow sphere upon

an uniaxial Force F .

large number of particles it is essential that each step is carried

out automatically by a computer without any human interaction

required. The algorithm relies on the assumption that the spheres

are deformed as a whole resulting in a roughly ellipsoidal shape. So,

in particular strong localized buckling or fracture of the particle

cannot be handled which can be prevented by choosing suitable

particle materials and shell thicknesses. In the following we will

describe the different stages of the analysis and demonstrate the

performance of the used algorithms by means of sample data sets

and computer simulations.

6.1.1. Sample preparation

The sample data are 3D confocal images of a suspension of partially sedimented core-shell

particles obtained with the home-made confocal microscope described in section 2.1.2. The

non-labeled polystyrene (PS) template particles (1.97µm in diameter and a polydispersity of

5 %) were coated with a 60 nm silica shell [Zha09]. Rhodamine B was covalently incorporated

only into the silica matrix. The particles were dispersed without any further surface modificati-

on in a modified PDMS melt (Laser liquid� with defined refractive index of n = 1.5780±0.0002,

Cargille Laboratories) to match the refractive index of PS.

We did not use real hollow spheres for a number of reasons. At first, the confocal represen-

tation of the core-shell particles is identical to that of hollow particles as can be seen in the

exemplary image of Fig. 6.2 (b). Second, the synthesis of hollow particles and the preparation

of the suspension is rather complicated compared to core-shell particles. At last we want to

preserve the spherical shape of the test particles which is only guaranteed for rigid particle

cores. In this case the expected outcome of the deformation analysis is clearly defined. Hollow

particle on the other side might already be partially deformed due to interactions present in

the system or the sample preparation. These influences, however, are hard to estimate and

therefore should be avoided during the testing of the analysis.

Beside to the confocal data of perfectly spherical particles the analysis needs to be verified for

particles with a fixed and well-known deformation and orientation. Therefore, not the particles

but rather the 3D confocal image was deformed and rotated. In doing so the stretching ratios

and rotation angles can be easily compared to the results of the analysis.

6.1.2. Localization of hollow particles

The localization of the hollow particles, i. e. the determination of their 3D coordinates, is

the first step of the deformation analysis. The used method is adopted from the algorithm
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by Crocker, Grier and Weeks to localize homogeneously labeled particles which was already

described in section 2.1.3: After an initial spatial filtering by means of a 3D convolution with a

Gaussian distribution the confocal data is scanned for local intensity maxima that are identified

with the particles. The Gaussian distribution is used to mimic the intensity distribution of

homogeneously labeled particles in the confocal images. By analogy, in order to process the

confocal data of hollow particles, the Gaussian distribution is replaced by a mask distribution

gmask that resembles the intensity distribution of a hollow sphere.

As an example of the general performance of this modified convolution we present in

Fig. 6.2 (b) a 64×64 pixel2 sized subsection of a xy-slice of a complete 3D data set. The

intensity mask gmask in Fig. 6.2 (a) was modeled according to the appearance of the particles

in the image. The convolution intensity C in Fig. 6.2 (c) shows well separated maxima at the

positions of the hollow sphere that can be easily localized. Two aspects are worth mentioning:

An additional mask normalization according to equation (2.12) and a restriction to positive

convolution intensities effectively reduced the background. Second, the maxima in the convol-

ved image are sharp with extensions comparable to the thickness of the particle shells in the

original image. This becomes more obvious when looking at the intersections in Fig. 6.2 (c)
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Fig. 6.2.: xy-slices of the hollow sphere mask (a), raw Id (b) and convolved C (c) 3D fluorescence

intensity of hollow spheres. The intensity scale is linear and in arbitrary units. The asymmetry in

the line profile of the mask is caused by the finite spatial resolution that was adapted from the real

data. The line profiles in the lower part of the images represent cross sections through the images.

Even small deviations of the line from the center of the particle lead to significant reduction of the

convolution intensity for both, lateral (x,y) and vertical (z) directions. Hence, separation distances

are large in the convolved data and positioning is easy and reliable. For the given combination of

materials and refractive index matching, spatial resolution, background level and optical artifacts in

(b) are representative for confocal images.
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that do not cross all particles perfectly in the middle plane. Already small lateral (x,y) and/or

vertical (z) deviations from the center lead to a significant reduction of convolution intensity.

Moreover, the convolution implicates a local averaging which is why the profiles in Fig. 6.2 (c)

show less noise compared to the original data. This smoothness aids the subsequent localization

process.

Any variation of the measured intensity distribution to the modeled mask profile gmask gives

rise to a broadened and distorted convolution signal. If the deviations, e. g. in particle size,

are too large the maximum of the convolution intensity is no longer located in the center

of the particle but still has the shape of a hollow object. This is shown in the right part of

Fig. 6.3 (a) for computer simulated data. However, for relative variations in the extensions of

test particle Rp and mask Rm below 25 % a localization is still possible. This is also true if

the particles are no longer spherical but rather are deformed to ellipsoids. In this case the

broadening does mainly affect those directions where a deformation actually is present. In

directions for which mask and real particles image have the same extension the extension of

the convolution intensity is minimal as can be seen in the right part of Fig. 6.3 (b) for A = 1.28.

This directional broadening can be used to determine the orientation of deformed particles

and thus the direction of the forces acting on the particle.

Before we proceed we shortly comment on the computational implementation of the loca-

lization algorithm. Although a fast implementation of the algorithm was already available in

IDL and Matlab computing languages, the code for the 3D-convolution was rewritten in IDL

using 3D-fast fourier transform (FFT) methods. The original implementation can only cope

with Gaussian intensity profiles since the 3D convolution is separated into three individual

one-dimensional calculations. This limitation is removed for a 3D calculation and thusly arbi-

trary mask distributions can be used. Yet, the 3D calculation demands for increased memory

capacities and therefore is limited to smaller data sets. However, the total computation time

does not change significantly if the whole 3D data set is split up into sufficiently small frac-

tions to reduce memory occupation. The coordinate data is recombined after processing each

sub-image separately. The part of the implementation for the final localization of the particles

was not changed.

6.1.3. Main axes of deformation

We extract the orientation of the deformed particle from its representation in the convolved

image. As we already mentioned above any discrepancy of the measured intensity distribution

and the mask distribution causes a broadening of the convolved intensity C. This broadening

can be quantified in terms of the intensity weighted inertia tensor Θ with the components

(Θ)ab ≡ Θab =
1∑
pCp

·
∑
p

Cp · (ap − ā) · (bp − b̄) (6.1)
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with a, b being one of the directions x, y, z and ā, b̄ as the intensity weighted mean positions.

ā =
1∑
pCp

·
∑
p

Cp · ap (6.2)

The summations extends over all pixels p = (i, j, k) whose convolution intensity Cp exceeds a

pre-defined threshold value and lies in the region where the particle is localized. The definition

of Θab is analogous to the definition of the inertia tensor in classical mechanics with the

mass replaced by the convolved intensity. By definition Θab is a symmetric matrix that can

be transformed to its diagonal form Θ′ab. The principal axes ûm (m = 1, 2, 3) obtained from

this mathematical procedure can be directly identified with the major axes of the ellipsoid

[Gol80]and thus define the orientation of the deformed hollow particle.

Yet this procedure relies on the fact that the particle deformation is unambiguously trans-

ferred into the broadening of the convolution signal. This is not always the case as it is shown

in Fig. 6.3 (a) for the above mentioned variation of the particle radius Rp at a fixed mask radius

Rm. Since the particles are still spherical in the convolved image [see right in Fig. 6.3a)] Θab is

already diagonal with equal elements Θxx, Θyy and Θzz. We normalize these components to

the corresponding tensor element Θmask
αα when replacing Cp by gmask in equation (6.1):

Θ′norm =
Θαα

Θmask
αα

(6.3)

At first this normalization quantifies the sharpening of the particle representation when swit-

ching from the confocal raw data to the convolved intensity. Θ′norm drops by one order of

magnitude ending at a level of 0.1. Second, Θ′norm is minimal for Rp/Rm = 1 and rises irre-

spective of whether the particle is smaller or larger than the mask distribution. So, a particle

that is compressed in one direction and stretched in the other can also lead to a spherical

convolution signal for which the orientation cannot be extracted.

This effect is demonstrated in Fig. 6.3 (b). The shape of an initially spherical particle was

varied regarding its x-deformation ∆x/Rp at a fixed compression in y-direction ∆y/Rp = 0.76.

Here ∆x and ∆y denote the particle extensions in x and y direction, respectively. After the

calculation of Θab the ratio Θxx/Θyy gives a measure of this eccentricity of the convolution

intensity. If the eccentricity deviates from 1 the particle orientation can be determined. The

mask distribution was chosen to exactly fit the original particle size Rp/Rm = 1. As expected

Θxx/Θyy equals 1 for identical deformations ∆x/Rp = ∆y/Rp = 0.76. But for a x-deformation

of about ∆x/Rp = 1.12 corresponding to an aspect ratio of A = ∆x/∆y = 1.5 the tensor

elements even out again. Hence, no orientation can be extracted from the convolved image

although it is clearly visible in the initial image [see right in Fig. 6.3b)].

In order to resolve this ambiguity the mask distribution properties can be chosen to on

purpose mismatch the particle properties. This was tested in Fig. 6.3b) for a size mismatch

of Rp/Rm = 1.14, again at a constant deformation ∆y/Rp = 0.8. For this particular set

of parameters the eccentricity Θxx/Θyy rises monotonically with increasing x-deformation

allowing for an unambiguous determination of the particle orientation. As a rule of thumb
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Fig. 6.3.: (a) Deviations in the particle extension of the measured intensity Rp and the modeled mask

Rm lead to a broadening of the convolved image which is equivalent to an increase of Θnorm (see

text for the definition). Two xy-slices of the computer generated 3D particle images (top) and the

convolution (bottom) are shown on the right. If the relative deviation is too large Rp/Rm ≥ 1.25 the

convolved intensity is no longer maximal in the center but shows a local minimum. (b) Deformed

hollow particles appear as filled ellipses in the convolved image. The eccentricity of these ellipses

is quantified by Θxx/Θyy. This ratio is shown for varying deformations ∆x/Rp in x-direction at a

constant deformation in y-direction ∆y/Rp. For matching mask and particle distributions Rp/Rm =

1, Θxx/Θyy does not increase monotonously with increasing aspect ratio A = ∆x/∆y. This ambiguity

can be resolved via a mismatch Rp/Rm 6= 1. The arrows indicate parameter configuration for which

real (top) and convolved (bottom) images are shown on the right.

the mask extension should be reduced to the smallest extension of the deformed particles. A

variation of other mask distribution properties like the shell thickness alters the slope of the

curves in Fig. 6.3 (b) and hence may be used to adjust the sensitivity in aspect ratios.

In summary, a orientation analysis is possible for moderate deformations. Although the ac-

tual numbers depend on the confocal resolution, spatial sampling rate and particle properties,

variations in the aspect ratio and deformation of up to 25 % can be handled without any

restriction.

6.1.4. Particle extensions along principal directions

Once the orientation of the deformed particle is known the actual deformation along the

principal axes can be extracted. However, this cannot be done on basis of the diagonal tensor

elements Θ′aa because these quantities are mathematically not fully decoupled. Instead the

deformation is measured from the original confocal images (Fig. 6.4). The projection of the
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Fig. 6.4.: (a) XY-Slice of an exemplary confocal image showing two touching hollow particles. The

principal axes of deformation are indicated by red and blue lines. (b) The line profiles shows distinct

maxima that are used to define the extension of the particle along the principal axes. The asymmetry

of the particles is clearly visible.

intensity distribution along each of the principal axes shows two distinct maxima resulting

from the particle shell. The separation distance of these two maxima is a direct measure of

the particle extension and also its deformation.

6.1.5. Sample data set

The complete orientation and deformation analysis was tested for a real confocal data set of

undeformed spheres. More than 99 % of all particles, about 1000 in total, were located with a

sub-pixel accuracy (≤ 5 % of radius). After extraction of the principal axes of Θ the particles

extensions were measured in the original unfiltered image giving the same mean value for all

three directions [see Fig. 6.5a)] as it is expected for spherical particles. Beside the particle

extensions the orientations of the principal axes was tested. Each of the three principal axes

ûm was assigned to the axes of the laboratory frame êa with a maximal projection |ûm · êa|. In

this sense the projection is a measure of the orientational correlation of the principal axes and

the laboratory frame. Due to the explicit assignment of axes the projection cannot drop below

1/
√

3 ≈ 0.58. Moreover, the distribution of the projections is expected to be flat since there

is no preferential direction for the principle axes. Indeed the experimental distribution in the

inset in Fig. 6.5a) is rather flat and its average value compares reasonably well the theoretical

value of 0.83.

In order to test the performance of the algorithm for a known deformation and rotation

the same data set was stretched along the x- and y-direction with ratios of ∆x/r = 1.15 and

∆y/r = 1.3, respectively. Additionally, the data set was rotated to exclude a possible influence

of the choice of the laboratory system. In the statistical analysis the stretching ratios were

reproduced and the principal axes aligned with the axes of the rotated coordinates system

giving a maximum in the histogram of the projections at 1 [Fig. 6.5 (b)].
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Fig. 6.5.: (a) Normalized dis-

tribution of particle extensi-

ons for spherical particles. The

extracted principal axes lead

to identical mean particle ex-

tensions (dashed lines). As ex-

pected the orientational cor-

relation with the outer coor-

dinate system is flat and is

centered around the theoreti-

cal value of 0.83 (dashed line

in the inset). (b) The analy-

sis of the stretched and rotated

data set reproduced the stret-

ching factors of 1, 1.15 and 1.3.

The main axes correlate with

the rotated coordinate system

axes (see inset).

6.1.6. General remarks

The only requirement for this analysis to work is a homogeneous fluorescence intensity across

the labeled parts of the particle since Θab is sensitive to intensity fluctuations. That is, also

fully labeled particles can be used. However, here the variations in Θab for deformed particles

are less pronounced handicapping the analysis.

There a some potential difficulties of the analysis that arise from the finite size of the PSF

(compare section 2.1.1). If the extension of the laser focus largely exceeds the thickness of

the labeled shell the measured intensity in the vicinity of two adjacent particles is enhanced

(Fig. 6.4) This directly affects the convolved image C as well as the calculation of Θab. An

effective solution to this problem is to clip the maximal intensity by introducing an upper

threshold. The situation is getting even worse when the shell thickness is comparable to the

size of the PSF. In this case the shells of two adjacent particles merge in the confocal images

and the determination of the particle extension after the orientation analysis is hindered. This

case should be avoided by an appropriate choice of particle properties and spatial resolutions.

The confocal images are also distorted by the anisotropy of the PSF that is broader in

z-direction compared to x and y-directions. As a consequence the particle appears blurred in

z-directions. We circumvent this problem by blurring the whole 3D intensity data in x- and

y-directions via an additional convolution with a suitable Gaussian distribution mimicking an

equally bad resolution in x- and y- directions.
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6.2. Rotation analysis

After the deformation analysis we present a method to quantify the rotational movement of

a particle with embedded fluorescent chromophores. As discussed above it relies on the fact

that the interaction of photons with chromophores in course of a fluorescence process follow

an approximate dipole characteristic [Let04, Smi81]. Hence, the probability to excite the chro-

mophore into a fluorescent state and therewith to emit a fluorescence photon depends on the

polarization of the incoming laser beam and the orientation of the chromophore. However,

large numbers20 and random orientations of chromophores in a particle lead to negligible dif-

ferences in the total fluorescence intensity for different particle orientations and probe laser

beam polarizations. If, on the other side, for any reason the dipole axis of the chromopho-

res exhibit a preferential orientation, the fluorescence intensity depends on the relative angle

between probe beam polarization and the mean dipole axis. Consequently, if the incorpora-

ted chromophores are immobile, a rotating particle will show modulations in its fluorescence

intensity. Vice versa, these modulations allow for a characterization of the particle rotation.

Various methods for the preparation of particles with such an anisotropic chromophore ori-

entation exist. Here we follow the principle that is used in pFRAP-experiments (Fig. 6.6).

Again the preferred absorption of light with special polarization is used to selectively bleach

chromophores with parallel orientation to a non-fluorescent state. This bleaching process ge-

nerates an anisotropy in the orientation distribution of remaining fluorescent chromophores.

In the following we go into detail on the sample preparation and the theoretical modeling of

the bleaching process as well as the expected polarization contrast in the confocal images.

Afterwards we provide an experimental proof of principle.

Fig. 6.6.: Schematic illustration of the preparation of particle with an anisotropic distribution of

chromophores (red arrow: dipole axis). (a) Initially the spatial and orientational distributions of

chromophores is homogeneous. As the chromophores are covalently bound to the silica matrix of

the particles they do not alter their orientation and position over time. (b) An incoming parallel

laser beam with a wavelength in the absorption range of the chromophores does not only induce the

emission of fluorescence light but also irreversibly transforms the dye molecule into a non-fluorescent

state. This bleaching process is more probable for orientations that are parallel to the polarization

direction (black arrow) if a dipole interaction of the photons with the chromophores is assumed.

The orientational distribution of the chromophores becomes anisotropic. (c) If the particles are now

imaged with the confocal microscope the emitted intensity depends on the relative angle of the probe

beam polarization and the average orientation of active chromophores.

20Assuming an moderate efficiency for the incorporation of chromophores into the particles the number of
chromophores per particle is in the order of 107 molecules per particle
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6.2.1. Sample preparation

We used silica particles with a diameter of 780 nm (polydispersity of 10 %) that were synthesi-

zed according to the Stöber method in the presence of Rhodamine B. The dye molecules and

thus also the chromophores were covalently bound to the silica matrix [Ver94] and thus did

not show a significant reorientation with time.21 Due to the stepwise growth of the particle the

chromophores are incorporated only in the core of the particles while the shell is unlabeled (see

also appendix C). The particles were dried in a observation cell made of glass and infiltrated

with refractive index matching mixture of glycerol and water. The system was sealed with

UV-curing glue to prevent evaporation.

6.2.2. Preparation of orientation anisotropic particles via selective bleaching and

theoretical polarization contrast

Assuming an isotropic orientation of chromophores before the bleaching process [Fig. 6.6 (a)]

the absorption dipole moment22 follows the normalized distribution

~µ init
A (ϑ, φ) =

µA êr
4π sin(ϑ)

=
µA

4π sin(ϑ)

 cos(φ) sin(ϑ)

sin(φ) sin(ϑ)

cos(ϑ)

 (6.4)

with µA denoting the absolute absorption dipole moment and ϑ and φ polar and azimuthal

angles. In the presence of the electric field

~EB = EB

 1

0

0

 exp[i (ω t− k z)] (6.5)

of a linearly polarized laser beam23 the probability of one molecule to be optically excited is

proportional to |~µA · ~EB|2 [Let04]. This relation is not only valid for the absorption of photons

but also for the bleaching of chromophores if a single photon process is involved24. So, the

laser beam bleaches predominantly those molecules with orientations parallel to the beam

polarization [Fig. 6.6 (b)]. Moreover, if the bleaching is irreversible the number of chromophores

decays exponentially resulting in an anisotropic distribution

~µbleach
A (ϑ, φ, a) = ~µ init

A (ϑ, φ) exp [−a(EB, µA) cos(φ)] (6.6)

21Chromophores that were incorporated into polymeric particles by swelling with a co-solvent cannot be
regarded as immobile. Therefore such kind of particles are not suitable for the rotation analysis.

22We omit any dependencies on the spatial distribution of chromophores within the particles
23Without restricting generality the polarization of ~EB was set parallel to the x-direction with a propagation

direction of the laser beam along the z-axis
24In most cases the exact bleaching mechanism is not understood [Ton03]. It can be a transition into a

metastable non-fluorescent electronic state or a photon-induced chemical conversion of the chromophore. If
multi-photon processes are involved the theoretical modeling is more complicated and strongly depends on the
incident laser intensity.
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Fig. 6.7.: Bleaching geometry: The pola-

rizations of bleach and probe beam en-

close an angle α. The orientation of the

absorption dipole ~µA of the chromo-

phore is homogeneously distributed on

the unit sphere parametrized by polar

ϑ and azimuthal φ angles. The emissi-

on dipole ~µEencloses a constant angle

with ~µA that depends on the chromo-

phore. Therefore, all possible orienta-

tions of ~µE lie on a cone around ~µA.

The proportionality constant a will be regarded as the bleaching strength and is a linear

function in µ2
A, E2

B and the irradiation time t.

During the subsequent confocal imaging with a probe laser beam

~EP(α) = EP

 cos(α)

sin(α)

0

 exp[i (ω t− k z)] (6.7)

[Fig. 6.6 (c)], enclosing an angle α to the polarization of the bleach beam ~EB, the emitted

fluorescence intensity is proportional to

If (a) ∼
2π∫
0

π∫
0

|~µbleach
A (ϑ, φ, a) · ~EP(α)|2 sin(ϑ) dϑ dφ (6.8)

In the experimental realization the probe beam polarization was adjusted by a polarizer that

was placed between the dichroic mirror and the scanning unit in the confocal microscope

(compare section 2.1.2). Since the excitation and collected fluorescence light share the same

optical path in this part of the setup the fluorescence intensity in (6.8) is modified by an

additional factor |~µE(ϑ, φ) · ~EP|2 whereas ~µE denotes the direction of the emission dipole of

the chromophore. ~µE and ~µA are not necessarily parallel. In case of Rhodamine-B both vectors

enclose an angle of about 23 ◦ [Bee72]. This restricts the number of possible orientations of ~µE

to a cone about ~µA (Fig. 6.7) which is taken into account by an additional integration:

If(a, α) ∼
2π∫
0

π∫
0

[ ∣∣∣~µB
A(ϑ, φ, a) · ~EP(α)

∣∣∣2 ·
2π∫
0

∣∣∣[R(ϑ, φ) ~µ init
A (23 ◦, ψ)

]
· ~EP(α)

∣∣∣2 dψ] sin(ϑ) dϑ dφ (6.9)
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Fig. 6.8.: (a) Simulated ratio of the fluorescence intensity IB/INB of bleached and non-bleached partic-

les as a function of the relative angle between the polarizations of bleach and probe beam for various

belaching strengths a. The data was fitted by a biased abs[sin(α)]n dependency. (b) With increasing

bleaching strengths a the polarization contrast IB(90 ◦)/IB(0 ◦) increased strongly (red shaded area)

whereas the exponent n varied moderately.

with the combined rotation matrix

(R(ϑ, φ))αβ =

 cos(ϑ) 0 − sin(ϑ)

0 1 0

sin(ϑ) 0 cos(ϑ)

 ·
 cos(φ) − sin(φ) 0

sin(φ) cos(φ) 0

0 0 1

 (6.10)

The results of this calculation are illustrated in Fig. 6.8 (a) in dependency on the bleaching

strength a and the relative polarization angle α. The fluorescence intensity normalized to the

initial state before bleaching could be fitted by

Inorm
f (a, α) =

If(a, α)

If(0, 0)
= Io −∆I · abs [sin(α)]n (6.11)

The variation of the fit parameters are depicted in Fig. 6.8 (b). Whereas the exponent n varies

moderately and is of minor interest, the fluorescence intensity contrast ∆I = Inormf (a, 0 ◦) −
Inormf (a, 90 ◦) between bleached and non-bleached orientations needs to be optimized by choo-

sing an appropriate bleaching strength a. If a is too small ∆I is small and the resolution in

the particle rotation is bad. On the other side, if a is too large the fluorescence intensity in

the bleached orientation is too small to localize the particle in the confocal image.

6.2.3. Experimental verification

Instead of rotating particles we demonstrate the usability of this approach by changing the

relative polarization of bleaching and probe beam for immobilized particles. Bleaching and

confocal imaging was done with the same laser beam enabling for an easy control of the ble-

aching strength. After selecting a suitable sample area with about 500 particles a fraction of

the particles were bleached to a level of about 30 % of the initial fluorescence intensity equi-

valent to a total energy dose of 0.16µJ/particle (Fig. 6.9). After bleaching the laser intensity

was reduced to prevent further significant bleaching during imaging of the sample. Fig. 6.10
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Fig. 6.9.: For the given particles an ener-

gy dose of about 0.5µJ/particle is re-

quired to reduce the fluorescence inten-

sity by a factor of 10. The experimental

data coincide with the simulation only

for low doses.

compares confocal images of the unbleached particles alone and in relation to the bleached

particles under relative polarization angles α of 0 ◦ and 90 ◦. The differences in the fluorescence

intensity are clearly visible.

Beside to these two extreme values 3D confocal images were taken for various relative pola-

rization angles. From each image the position and total fluorescence intensity of each bleached

particle was extracted and averaged (Fig. 6.11). The fluorescence contrast ∆I amounted to

about 40 % and the functional dependency on α could be fitted to equation (6.11) when fixing

the exponent to n = 2.

Although the theoretical modeling disregards the strong focusing of bleach and probe laser

beam by the objective the dependency on α is reasonably well described. The large statistical

scatter in the relative intensities might be an indication of this discrepancy to the model as

the divergence of the beam tends to blur the bleaching contrast. More pronounced differences

between experiment and simulation were observed for the reduction of fluorescence intensity

in dependency on the deposited energy dose per particle that is assumed to be proportional
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Fig. 6.10.: Spatially filtered confocal images of a single layer of silica core-shell particles. Before

bleaching the measured fluorescence intensity per particle was constant. After bleaching the particles

in the upper part of the image the intensity of these particles dropped down by a factor of about

5 compared to unbleached particles. After changing the relative angle between the polarizations of

bleach and probe beam from α = 0 ◦ to α = 90 ◦ the detected intensity contrast to the unbleached

particles decreased.
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Fig. 6.11.: Rotation of the laser polari-

zation leads to a variation of the fluo-

rescence intensity that can be fitted by

a sin2 behavior. The intensity is nor-

malized to the average intensity for all

angles.
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to the bleaching strength in Fig. 6.9. Though, the quality of this data might also be limited

due to the finite detection threshold for fluorescence intensity in our set-up.

6.2.4. General remarks

A parallel bleach beam is certainly more advantageous than a focused bleach beam as variations

in the bleach polarization are minimal and thus the bleaching process is optimized. However,

the energy density in the laser focus exceeds that of a wide parallel laser beam by a factor

of roughly 5 · 108.25 Consequently, bleaching takes long time and even an enhancement of

the overall laser power from 20µW in the confocal microscope to 20 mW for the wide beam

cannot compensate the mismatch in the energy densities. Hence, the particles need to be

immobilized during the bleaching procedure and redispersed afterwards. As we have shown

such cumbersome procedures can be avoided by selectively bleaching smaller groups of particle

with a focused beam. Moreover, the bleaching progress can be directly monitored.

One major drawback of the presented method is that the rotation state cannot be defined

unambiguously. While rotations around the bleaching direction do not result in a variation of

the fluorescence intensity at all rotations around the two orthogonal axes cannot be distin-

guished (Fig. 6.7). Other methods to resolve particle rotations also struggle with this problem

and eventually solve it by introducing an particle shape anisotropy [Hon06]. In our case in-

corporation of a second type of chromophore that is sensitive to another laser wavelength and

bleached in a perpendicular direction to the first type immediately resolves this ambiguity.

6.3. Conclusions

We have shown that fluorescent confocal microscopy cannot only be used to obtain 3D coor-

dinates of a particle but at the same time can deliver information about its deformation and

rotation. This can be done on a single particle level in a fully automated procedure. There

are few mandatory demands on the particles. Hollow particles are in particular suitable for

the deformation analysis as they provide a moderate compliance that allow for a reasonable

25Assuming an diffraction limited focus of 250 nm in diameter and an width of 1 mm for the unfocused beam
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level of deformation. In case of the rotation analysis the chromophores must be homogeneously

distributed in the particles and most importantly immobile. Besides, the algorithms work for

confocal images with standard resolution and quality and are easily adaptable because of their

simple underlying principles.

As an example, hollow spheres might be replaced by particles that show pressure induced

enhanced fluorescence which have been presented recently by Peter Schall and the Molecular

Photonics Group at the University of Amsterdam.26 These particles have the same appearance

like the particles used in this study but instead of being deformed by a contact force they

show a local enhancement in the fluorescence intensity when being stressed. This anisotropic

intensity distribution behaves similarly to the deformed spheres as they induce an anisotropy

in the filtered images that can be quantified by the intensity weighted inertia tensor.

Nevertheless, we think that hollow particles with homogeneous fluorescence are most suitable

for the deformation analysis. It is worth mentioning that such particles can also be used for the

rotation analysis and thus provide a chance to ultimately measure contact forces and rotations

at the same time. If, in addition, the shell is thin compared to the used excitation wavelength

(d ≤ λ/10) there is no need for exact matching of the refractive indexes of particle and solvent

as scattering at the interfaces is significantly reduced. Hence, the choice of compatible materials

is increased facilitating an easier sample preparation.

26http://staff.science.uva.nl/ pschall/Research/FluorescentProbes/fluorescentprobes.html, 19.04.2011



7. Summary and final conclusions

Due to the thematic diversity of the individual chapters most of the conclusions has already

been stated. Therefore, we do not want to reiterate these arguments but rather go back and

evaluate our findings with respect to the basic motivation of the presented work. In a nutshell,

the main objective was to investigate the rheology of arrested colloids with the emphasis on

the mutual interplay of the dominant interaction mechanisms in the system, its structural

characteristics and the properties of the bare particles. The choice of vastly different model

systems helped to represent the diversity of colloidal systems and at the same time addres-

sed new advances in the field. One example are colloids with an anisotropic solvent phase

that attracted increasing fundamental interest because of their novel types of particle-solvent

interactions. Our rheological description of colloidal-LC dispersions showed that the plastifi-

cation of the particles by the LC induced a polymer-like visco-elasticity in the system. The

observed pronounced temperature dependency was related to the ongoing phase separation

that already led to the formation of system spanning particle network. The intense usage of

colloids in industry was part of our motivation to study the non-linear rheology of colloidal

films. Used as a model system for dense and stiff particle clusters our findings contribute to a

better understanding of their mechanical properties and therewith might aid the improvement

of fragmentation and dispersion methods.

Novel combinations of experimental methods turned out to be highly beneficial. Low strain

amplitudes used in the piezo-rheometer were essential not to disturb the network formation in

colloidal-LC dispersions and thus guaranteed measurements in the linear rheological regime.

This condition could be further verified by the simultaneous confocal microscopy which in

addition delivered structural information about the network. In the nanoindentation experi-

ments of the colloidal films this combined structural and mechanical testing was even more

important as it allowed for a proper adaption of the analysis method by Oliver and Pharr

and the extraction of average mechanical quantities. Along with particle localization methods

the live indentation experiments complemented these macroscopic data by the microscopic

deformation field within the film. Finally, we showed that specifically designed particles can

give even more detailed insights about the forces within the aggregate and the nature of the

microscopic particle reorganizations.

In the end, we shortly comment on the dilemma of treating colloids microscopically as an

assembly of individual, interacting particles or macroscopically as a large ensemble that can

be used to define averaged quantities. Both cases reflect the attempts to model colloids in

analogy to atomic systems or granular matter. Obviously, the sample volume and therewith

the total number of involved particles is a deciding parameter. In case of the LC-colloidal
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dispersions the sampled volume was large and the extracted shear modulus clearly represent

an average macroscopic quantity of the system. In the nanoindentation experiments, however,

the number of particles that contribute to the mechanical response was rather low. Still a

macroscopic approach by means of continuum deformation theory was suitable to describe the

average strain field. So it remains questionable at which sample volumes averaging is no longer

reasonable. Although we cannot answer this question right now, we want to point out that the

new micro-rheological techniques can be the starting point to further elucidate this problem.

The direct measurement of the contact forces and particle rotations will help to evaluate the

role of individual particle motions in the restructuring of large clusters.
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A. Hardware architecture and Labview interface of the combined

piezo-rheometer and LSCM setup

The Labview interface for controlling the home-made piezo-rheometer and LSCM consists of

six main programs LAB_Schedule.vi, RHEO_Module.vi, TEMP_Module.vi, TIME_Module.vi,

LSCM_Module.vi, and LCTR_Module.vi. Their interrelation and the incorporation of the elec-

tronic hardware components are schematically shown in the flow chart of Fig. A.1. The program

architecture is fully modular as only the user and LAB_Schedule.vi directly interacts with

the other programs. LAB_Schedule.vi [Fig. A.1 (a)] somewhat stands apart from the other

programs as it is used to control the other programs without intervention by the user. On

basis of a pre-defined list and commands are subsequently assigned to the corresponding pro-

grams and executed. This allows for an automated execution of the measurements and thus

for accurate control during long-time experiments. TIME_Module.vi is solely implemented for

this automation purpose as it helps the user to adjust waiting times between the individual

measurements [Fig. A.1 (b)].

RHEO_Module.vi is designed for the rheological measurements with the piezo-rheometer. In

the container tab ‘settings’ [Fig. A.1 (f)] the user explicitly defines the important parameters

of the measurement, such as the covered frequency range, the applied deformation in terms

of the voltage at the waveform generator, the number of captured data points in course of a

frequency or strain sweep and the numbers of oscillation periods and data points recorded by

the digital oscilloscope. Various other options for managing the recording file as well as the

evaluation and adjustment of the signal quality are included, too. In the tab ‘parameters and

status’ [Fig. A.1 (g)] the user starts the actual measurement. Various displays give information

about the current state of the measurement. After recording the excitation Ve(t) and detection

Vd(t) voltages for a fixed frequency f and strain and averaging over all periods the signals are

displayed in the ‘signal’ tab [Fig. A.1 (h)]. In the following the complex frequency components

Ve(f) and Vd(f) of both voltages are calculated via FFT:

Ve/d(f) =
1

2π

T∫
0

Ve/d(t) exp(i 2π f t) dt (A.1)

The relative amplitude and phase of these components

A =
|Vd(f)|
|Ve(f)| ψ = arctan

(
Im(Ve(f))

Re(Ve(f))

)
− arctan

(
Im(Vd(f))

Re(Vd(f))

)
(A.2)
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Fig. A.1.: The Labview interface is set up modularly. Beside to the modules used for confocal imaging

and the rheometric measurement, auxiliary modules control the laser beam quality and power as

well as the sample temperature and time delays.

are depicted in the corresponding tabs[Fig. A.1 (i) and Fig. A.1 (j)].

TEMP_Module.vi controls the operation of the Peltier elements which are used to heat and

cool the brass cube and the rheometer cell. The tab ‘graph’ shows a time graph of the tempe-

rature that is set by the electronic temperature control, the actual temperature in the walls

of the brass cube which is used as the temperature feedback and the temperature at cooling

fins of the temperature box Fig. A.1 (l)]. If this last temperature gets too high or low, a tem-

perature balance with the environment exclusively via radiation takes too long and additional

ventilation is activated. The desired temperature is set in the tab ‘control’ in terms of a spe-

cified temperature and temperature rate or a pre-defined list of times and temperature that

is loaded by the program Fig. A.1 (m)].

The LSCM is mainly controlled by LSCM_Module.vi. In the tab ‘settings’ the user can adjust

spatial resolution, type (xy, xyz and xz) and number of the confocal images that will
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(a) LabSchedule.vi (b) TimeModule.vi

(c) LSCM Module.vi - Settings (d) LSCM Module.vi - Parameters & Status

(e) LSCM Module.vi - Graph

Fig. A.1.: Labview graphical user interface for confocal microscope and piezo-rheometry
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(f) Rheo Module.vi - Settings

(g) Rheo Module.vi - Parameter & Status (h) Rheo Module.vi - Signal

(i) Rheo Module.vi - Amplitude (j) Rheo Module.vi - Phase

Fig. A.1.: Labview graphical user interface for confocal microscope and piezo-rheometry (continued)

be recorded. The integration time per pixel is set explicitly, typically from 2 νs to 20 νs, and

defines the total recording time of the image. The integration time also controls the frequencies

at the three waveform generators used for the scanning of the laser focus across the sample.

These frequencies and the voltages applied to the piezo-positioning and the scanning unit are

summarized in the tab ‘parameters and status’ together with other control parameters like
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(k) LCTR Module

(l) Temp Module - Graph (m) Temp Module - Control

Fig. A.1.: Labview graphical user interface for confocal microscope and piezo-rheometry (continued)

e. g. the sampling and frame rate. The voltage profiles during the recording of a xyz-image are

schematically shown in Fig. A.1. The fast x-axis works at a frequency of typically 200 Hz at

which inertia effects of the mirrors in the scancube become important. Therefore, the voltage

profile is not an asymmetric sawtooth-like which corresponds to a unidirectional scanning

mode from left to right in the sample. Rather we used an symmetric and slightly smoothened

sawtooth modulation and scan the sample alternating from left to right and right to left.

In case of the y-axis inertial effects do no longer play a role and an asymmetric sawtooth-

like modulation is applied. Finally, the voltage applied to the piezo-actuator of the objective

is varied stepwise leaving the z-position of focus constant during the xy-scans. For a better

synchronization all three waveform generators are synchronized and the measurement is started

by setting a trigger signal at the beginning of each xy sub-frame. The fluorescence intensity

data of the xy sub-frames are consecutively illustrated in the tab ‘graph’ [Fig. A.1 (e)].

Finally, LCTR_Module.vi provides means to control the output power of the laser and to

check the optical power that is actually coupled into the objective [Fig. A.1 (k)]. Moreover, it

shows the image of the CCD camera which is used for beam diagnostics and a coarse relative

positioning of the sample and the laser focus.
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B. Rheology of polymer solutions and melts [Fer80a]

The rheology of dilute polymer solutions is greatly influenced by the nature of the polymer

chains. Consisting of a more or less flexible backbone there is a large number of interchangeable

conformations of the polymer chain. If the monomers interact with each other only via a

fixed separation distance and excluded volume effects, the chain can easily switch from one

conformation to the other via Brownian motion of the monomers. Therefore, the chain is

not characterized by its actual conformation but by their root-mean-spare of the end-to-end

distance
√
〈r2

1N 〉t. In equilibrium this quantity is proportional to
√
N , with N denoting the

number of monomers in the chain. However, any flow in the surrounding solvent will displace

the monomers and force the chain out of equilibrium. It is the interplay of these distorting

forces and Brownian motion that defines whether the chain can switch to another conformation

and relax the internal stress or is bound to its deformed state. This behavior of the chain

is expressed in the pronounced visco-elasticity of polymer solutions and melts. Moreover, it

directly becomes clear why the visco-elasticity shows a strong dependency on temperature.

As the temperature rises the diffusional motion and thus the rate for conformational changes

increases, too. Hence, the polymer chain relaxes faster for higher temperatures.

The bead-spring model is a simple model of the polymer chain. In this model the total chain

is divided in smaller units, the beads, that contain several monomeric units. The beads are

connected with each other via springs that represent the entropic forces driving the chains

back to equilibrium. Moreover, the beads are subject to a viscous drag by the surrounding

medium. The resulting equations of motion of the M individual beads of the chain are strongly

coupled. Following standard procedures for decoupling these equations any motion of the chain

can be expressed as a superposition of M different principle modes characterized by a set of

resonance frequencies ωp or more commonly a set of relaxation times τp = 2π/ωp. Assuming

an exponential relaxation behavior of these modes the polymer related contribution to the

Fig. B.2.: Spring-bead model of a

polymer chain

shear relaxation modulus can be expressed by

G(t) = nkB T

M∑
p=1

exp(−t/τp) (B.3)

and the complex shear modulus as

G′(ω) = nkB T
M∑
p=1

ω2 τ2
p

1 + ω2 τ2
p

G′′(ω) = nkB T
M∑
p=1

ω τp
1 + ω2 τ2

p

(B.4)

The distribution of relaxation times depends on the

question whether hydrodynamic interaction between

the beads play a role. In the Rouse approximation

these interactions are neglected and the distribution
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of relaxation times is given by

τp ∝ sin−2

[
p π

2(N + 1)

]
(B.5)

With increasing p the relaxation times become smaller and approach closer to each other. At

some point the discrete set of relaxation times might be replaced by a continuous distribution

for which equations (B.4) are simplified

G′(ω) = G′′(ω) ∝ ω1/2 (B.6)

Hence, for oscillatory deformations at frequencies above a ω1 = 2π/τ1 G
′ and G′′ will follow

a power law with an exponent of 1/2. Due to the Kramers-Kronig relation both modules fall

over each other.

In the other case of dominant hydrodynamic interactions the Zimm model applies. Using

the same formalism G′ and G′′ again follow a power law, but this time with an exponent of

2/3:

G′(ω) ∝ ω2/3

G′′(ω) ∝ ω2/3
(B.7)

At low concentrations and in particular for Θ-solvent27 mostly a Zimm-like behavior is

observed. At higher concentrations and stronger monomer solvent interactions the dissolved

polymer chains start to overlap and thus constrict the motions of the beads. Consequently,

hydrodynamic effects are reduced and the Rouse model applies. This regime is often denotes

as semi-dilute in contrast to the dilute regime and the Zimm case. Although this distinction

between both cases is oversimplified it grants a good insight into the underlying physical

principles.

At even higher concentrations the interpenetration of the polymer chains increases. Even-

tually the chains form loops and other topological constraints that severely alters the relaxati-

on behavior of the polymer. These so called entanglements split the relaxation times into two

separate sets. At low frequencies i. e. long times the stressed polymer chain can escape the

entanglement. The polymer behaves like a Newtonian Fluid with the standard proportionali-

ties G′ ∝ ω2 and G′′ ∝ ω. The frequency region is also called the terminal zone. The terminal

relaxation time τ1 is the longest relaxation time in the system and separates the terminal zone

from the rubbery plateau. Here G′ is almost independent of ω while G′′ shows a minimum.

The plateau is caused by the entanglements. The escape dynamics of the polymer chain is to

slow to relax the applied stress. The interconnected chains behave like a stationary network

with a high degree of elasticity. The separation of G′ and G′′ actually depends on the mole-

cular weight of the polymer as the number of entanglements along the chain rises with the

chain length. If this number is too small the constraining effect is reduced and the mechanical

27In a Θ-solvent the interaction between two monomers is equal to the indentation of a monomer with a
solvent molecule
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Fig. B.3.: Master Curve of polystyrene

at a reference temperature of To,tTS =

170 ◦C. The curves may be separa-

ted into terminal zone (I), rubbery

plateau (II), transition zone (III) and

glassy plateau (IV). For the shear mo-

dules filled and open symbols denote

G′ and G′′, respectively.

spectra are described by the Rouse model. In between the entanglement points the polymer

chain still is mobile. This motion corresponds to frequencies above the rubbery plateau. In the

so called transition zone G′ and G′′ again approach each other and rise simultaneously towards

the glass transition. The glass transition is cause by a steady reduction of the free volume that

is available for conformation changes. Suddenly, at very high frequencies no motion is possible

any more. The polymer is kinetically arrested in the glassy state. G′ levels off again and G′′

drops down.

The complete polymer spectrum for PS is shown in Fig. B.3. Each of the regimes from above

can be clearly identified. The spectrum was obtained from measurements with an oscillatory

rheometry in plate-plate geometry. Obviously, there is no device that can test the sample over a

frequency range of 12 decades. The spectrum was generated from several spectra over a reduced

frequency range of about 3 decades with the help of the time-temperature superposition (tTS).

tTS relies on the above mentioned temperature dependency of the relaxation behavior of

polymers. Increased temperatures give rise to a speed-up in the dynamics of the polymer

chain. So, if the accessible frequency range of the rheometer is limited, the internal timescales

of the polymer relaxation can be shifted by a change in the sample temperature. This scaling

behavior is expressed as follows:

T %G?(ω, T ) = To %oG
?(ω · aT, To) (B.8)

Equation (B.8) not only accounts for a change in the dynamics but also for a change in the

absolute values of the complex shear modulus due to variations in the mass density %. Yet, the

shift factor aT is the central element in equation (B.8). aT obviously depends on the actual

temperature T as well as the so called reference temperature To according to the semi-empirical

William-Landel-Ferry (WLF) equation:

log(aT) = − c1 (T − To)
c2 + T − To

(B.9)

The WLF equation fits experimental data only at temperature above the glass transition as
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it relies on a constant thermal expansion coefficient βT. At the glass transition however, βT

describes a kink which prevents a continuation of the WLF equation to lower temperatures.

C. Particle description

C.1. Silica core-shell particles

The silica core-shell particles were synthesized in a single-

batch reaction according to Stöber [Ver94]. Modified

Rhodamine-B [9-(2-Carboxyphenyl)-3, 6-bis(diethylamino)

xanthyliumchlorid] was added to the reaction mixture and

covalently bound to the silica matrix. Due to the stepwi-

se addition of the main reactant tetraethy orthosilicate the

dye was incorporated only in the core of the particles while

the shell is essentially free of Rhodamine.

C.2. PMMA particles

The PMMA particles are synthesized via dispersion poly-

merization in the presence of Nile Red (7-diethylamino-3,4-

benzophenoxazine-2-one) as fluorescent dye [Pat97]. As far

as we can judge, the dye molecules were uniformly distri-

buted throughout the particle. A comb-like graft copoly-

mer with a backbone of methyl methacrylate and glycidyl

methacrylate and teeth made from PHSA [Ant86] was al-

so added to the reaction mixture and co-polymerized with the PMMA. This polymerization

steps also caused the formation of crosslinks between the PMMA chains. The graft copolymer

assembled predominantly at the surface of the particles to act as steric stabilization layer

(≈ 15 nm). Hence, the surface was at least to some degree crosslinked. Instead of the graft

copolymer with PHSA groups also pure PDMS was used as a stabilizing agent. Compared

to the PHSA stabilized particles these particles were not crosslinked, rather rough and not

perfectly spherical.

C.3. PS-silica core-shell particles

Two types of fluorescent labeled polystyrene-silica core-

sell particles were used. In both cases PS particles were

first synthesized via dispersion polymerization [Zha09]. Po-

ly(Acrylic acid) was added the reaction mixture to provi-

de an electrostatic stabilization. Azobisisobutyronitrile was

used as a catalyst of the polymerization. After the reaction

the particles were swollen with a mixture of toluene and

Nile Red to produce the first type of core-shell particles. After swelling the toluene was given
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time to evaporate leaving the Nile Red over in the particles. Afterwards the particles were

coated with poly(allylamine hydrochloride) and poly(vinylpyrrolidone). This step aided the

subsequent synthesis of a smooth silica shell on the particles analog to the Stoeber method.

For the second type of particles not the PS core but rather the shell was labeled. Like for the

silica particles above Rhodamine-B was used as the fluorescent dye.

D. Stress distribution for the indentation of a sphere in an elastic

half-space

PP R2

R1

2 a
d

Fig. D.4.: Two spheres in contact under an

applied force P .

The elastic deformation d of two spheres with the

radii R1 and R2 upon an applied contact force P

is given by Hertzian contact mechanics [Her26]

and equation (5.12). The projected contact area

is characterized by the length

a = 3

√
3P R?

4Er
(D.10)

with 1/R? = 1/R1 + 1/R2 and 1/Er = (1 −
ν2

1)/E1 + (1 − ν2)/E2 and the Poisson ratios ν1, ν2 and Young’s modules E1, E2 of both

spheres, respectively.

These equations are also valid for the indentation of an elastic half-sphere (R1 → ∞) with

an spherical indentor (R2 → R). A derivation of the stress distribution within the half-space

is rather lengthy. It is based on the assumption that the total stress at each point in the half-

space is a superposition of all stresses that are generated by the points of the contact area.

The spatial distribution of forces along the projected contact area is assumed to be

p(r) = po

√
1− r2

a2
(D.11)

with

r =
√
x2 + y2 and po =

3P

2π a
(D.12)

After lengthy mathematical calculations the stress components for the points in the xz-plane

are given by

σxx = p

{
1− 2 νsam

3

a2

r2

[
1−

(
z√
u

)3
]

+
z√
u

[
2 ν +

(1− ν)u

a2 + u
− (1 + ν)

√
u

a
arctan

(
a√
u

)]}
(D.13)
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Fig. D.5.: Stress components σxx, σyy, σzz and σxz as a function of distance to the indentor for polar

angles of (a) ϑ = 0 ◦, (b) ϑ = 30 ◦, (c) ϑ = 60 ◦ and (d) ϑ = 90 ◦.

σyy = p

{
1− 2 νsam

3

a2

r2

[
1−

(
z√
u

)3
]

+

(
z√
u

)3 a2 u

u2 + a2 z2

+
z√
u

[
(1− ν)u

a2 + u
+ (1 + ν)

√
u

a
arctan

(
a√
u

)
− 2

]}
(D.14)

σzz = p

(
z√
u

)3 a2 u

u2 + a2 z2
(D.15)

σxz = p
r z2

u2 + a2 z2

a2√u
a2 + u

(D.16)

Since the system is symmetric with respect to the indentation axis the other shear stresses σyz

and σxy will vanish.

In order to get a better insight into their relative magnitude we do not show the stress

components in 2D plots like in Fig. 5.10 or Fig. 5.11 but as a function of distance to the

indentor for several polar angles ϑ (Fig. D.5). Using Hooke’s law (5.9) the strain components

can be calculated. Their spatial distribution is compared exemplary for εxx and εzz for different

Poisson ratios ν in Fig. D.6.
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Fig. D.6.: Simulation of the spatial distribution of the strain tensor elements εαβ according to

Huber[Hub06] for different values of the Poisson ratio ν. The material is assumed to be isotro-

pic and homogeneous and the indentation is purely elastic. The indentation depth was chosen to be

3 νm and the spherical indentor has a diameter of 25 νm.
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[Her26] H. Hertz. ‘Ueber die Berührung fester elastischer Körper’. J. reine angew. Math.
pp. 156–171 (1826).

[Hon06] L. Hong, S. M. Anthony, and S. Granick. ‘Rotation in Suspension of a Rod-Shaped
Colloid’. Langmuir 22, pp. 7128–7131 (2006).

[Hor04] H. Hori, O. Urakawa, and K. Adachi. ‘Dielectric Relaxation in Phase-Segregated
Mixtures of Polystyrene and Liquid Crystal 5CB’. Macromolecules 37, pp. 1583–
1590 (2004).
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